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The network is the sum of its applications

T a (virtual/physical) machine

r—— R e an internet host

T

Ducagtion Serw (17346313449,

an instance at remote cloud
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The network is the sum of its applications

CRM

Big data
cluster

Website

Mobile back-end

E-commerce

Grouping nodes is necessary for visibility
and policy creation

c GuardiCore
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Leveraging existing data to group nodes

Many definitions, many sources

Orchestration (e.g., tags, names, desc.)
Inventory (e.g., CMDB)

DevOps (e.g., puppet recipes, ansible scripts)

G GuardiCore
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fi=

| Navigator

b hr-db-01 |
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4 Home
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Leveraging existing data to group nodes

Many definitions, many sources

Orchestration (e.g., tags, names, desc.)
Inventory (e.g., CMDB)

DevOps (e.g., puppet recipes, ansible scripts)
Limited by

Availability (not always defined)
Relevance (may not be up to date)

Consistency (may not be standardized)

G GuardiCore
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Machine Learning Based Labeling

c GuardiCore
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Machine Learning Based Labeling

= Cluster nodes into|tiers =

172.16.100.128
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Tier := a set of nodes with similar connections
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Machine Learning Based Labeling

= Cluster nodes into

= Cluster tiers into

G GuardiCore

tiers

apps

=P

172.16.100.128

y 4
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EcommApp-db-1 270
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EcommApp-db-2 2164

2701
&
(-

EcommApp-db-3

-

gcommApp-app-Z
1 7 2088

AN

EcommApp-app-3

=

EcommApp-app-4

N\
i '/

Tier := a set of nodes with similar connections

2]

DataProc-Ib-1

DataProc-db-5

App = a set of tightly coupled tiers
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Machine Learning Based Labeling

= Cluster nodes into tiers -

= Cluster tiers into|apps

= |dentify roles (Infras, services) — A
Ecomn:::-db-l 2 /
DB:MongoDB _%/
«'{“N

Infra: AD

Tier := a set of nodes with similar connections
App = a set of tightly coupled tiers

Role := a functionality type (may repeat across the network) 10
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Machine Learning Based Labeling

= Cluster nodes into|tiers =
. . . 7N App:DataProc
= Cluster tiers into|apps App:Ecomm A\
. . =
| P - N
|dentify roles (Infras, services) o7 // L
= Generate (simple) labels | oemongos | /s |\
EcomrEpp-d‘b%C'f: /
» Based on services /A Aad
:]A'
= Based on machine names e -
AN
Infra: AD Dc;o]i
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Example - ungrouped

Diacaption Servee (17384330
Decopeion Serwar (045584

Cwncmpsion v 1104356555

-

o Secwer (£72.84307)

Cmcagtion San (173161134

Cwcaption Sarver 104374331

Dwcapson Sanw (104254476
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Example - grouped by application B

_EQ_
¢ k
]
z/ /

{ qd—1

l groups of nodes

1
¥
ty

* Exclude: Infra .
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Why is it challenging?
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Why is it challenging?

Load balancing

Same tier nodes are not “identical”

Different servers may serve different clients

‘ GuardiCore

Clients

Servers

()
()

A

AT Y s r

N
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Why is it challenging? [\.w ]

= Load balancing

=y
. Infras and monltors 172.16.100.128
= Add “noisy” connections Y oy——t D)
y O/ DataProc-app-1 \/

=  Qver-connected network - -

DataProc-Ib-1

not noisy

noisy
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Why is it challenging?

= Load balancing
= |nfras and monitors

Non-standard ports

Customized and random port numbers

Harder to identify apps and filter noise

G GuardiCore

Services

Certificate Services (CertSvce)

Distributed File System
Event Log

Exchange Server

Fax Service

File Replication

Local Security Authority
Netlogon

Remote Storage

Terminal Services

(Dfs)

(LSASS)

Protocols

DCOM
FTP
HADOOP
RPC

Big-DAWM
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Why is it challenging?

Load balancing

Infras and monitors

Non-standard ports

Uncovered nodes

Missing connection / L7 data

18
c GuardiCore Bia-PAMA 2018



Why is it challenging?

Load balancing

Infras and monitors

Non-standard ports

Uncovered nodes

= Missing connection / L7 data
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Why is it challenging?

" I_O ad bal an CI ng Table 2. Number of data centres by size category and growth rates
Data centres category No of data centres Change in No of data
I f d 't (2013) centres in 2008-
[ | 2013
n ras an monl OrS Server Cabinets (3-10 m?) 30500 -8%
Server Rooms (11-100 m?) 18100 +/- 0%
Small Data centres (101-500 m?) 2150 +23%
L NOn—Staﬂdard pOrtS Medium Data centres (501-5000 m?) 280 +27%
Large Data centres (over 5000 m?) 70 +40%
Source: Hintemann and Clausen, 2014
= Uncovered nodes

B i g d ata ——Virtual servers ,//”////

3 e

Tens of thousands of nodes (and millions of links) i _
(almost) unlimited external internet hosts i,

Year

Figure 2: Development of the numbers of physical servers and
virtual servers in data centers in Germany (Source: calculations
by Borderstep on the basis of Techconsult eanalyzer)
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Introducing the NetSlicer Algorithm
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Introducing the NetSlicer Algorithm

Start with an annotated graph

each link represents connections at a single port
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Introducing the NetSlicer Algorithm

Merge nodes at 3 phases:
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Introducing the NetSlicer Algorithm

Merge nodes at 3 phases:

Detect “clusters”

Strongly connected components
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Introducing the NetSlicer Algorithm

Merge nodes at 3 phases:

Detect “clusters”

Strongly connected components
Detect tiers

based on neighborhood similarity

Detect applications

based on weighted connectivity

25
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Detecting Tiers

web servers Lo web servers

172.16.100.128 b a C ke n d
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= Ioad %I . Ixad bal . "ca L DataProc-db-1
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Not directly 0 WiV
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/7ommApp-lb<1 DataProc-Ib\:\

p-app-2
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>
!
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27017 R
DA'
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EcommApp-db-3 EW)-J
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= B

s DT Q17w

DataProc-db-5

domain
controller
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A customized similarity measure

Endpoint definition (u,p,t)E®:

c GuardiCore

u: a node id
p: a service port number

t: type (©:client / (S):server)

node 1d | connected endpoints
X (a,80,©), (b,80,©), (4,21,®), (e,21,®)
y (c,23,©), (b,80,©), (f,21,®), (e,21,®)

b (x,80,®), (y,80,®)
27
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A customized similarity measure

Endpoint definition (u,p,t)E®:
u: a node id
p: a service port number

t: type (©:client / (S):server)

Weight function W :®—R+

set weights to endpoint with respect to v
E.g., W (p)=1 if ¢ connected with v, o.w. 0

c GuardiCore

node 1d | connected endpoints
X (a,80,©), (b,80,©), (d,21,®), (e,21,®)
y (c,23,©), (b,80,0), (£,21,®), (e,21,®)
b (x,80,8), (y,80,®)

28
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A customized similarity measure

Similarity by normalized dot product:
Sim(u,0) = )" Wau(@Wo(@)/(IWal - W),

ped

where [Wx| = \[Zgen Wx ()2,

‘ GuardiCore

node 1d | connected endpoints
X (a,80,©), | (b,80,©), (4,21, (e,21,®
y (c,23,©),|(b,80,©), (£f,21,®)| (e,21,®

b (x,80,®), (y,80,®)
29
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A customized similarity measure

Similarity by normalized dot product:
Sim(,v) = > Wu(@)Wo($)/(Wul - [Wo ),

ped

where [Wy| = \[Zgco Wa($)2.

node 1d | connected endpoints
x (a,80,©), | (b,80,©), (d4,21,®)| (e,21,®
Consider noisiness of endpoints v (23O | (0,80, O, (£,21,@)] (e,21,©
, , b (x,80,®), (y,80,®)
noise(¢) = max (1 - Sim(u,v) )
u,v
connected to ¢
— _ i a
W, (¢) = (1-noise(y))
30
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A customized similarity measure

Similarity by normalized dot product:
Sim(u,0) = > Wu(@)Wo($)/([Wul - [Wo)),

ped

where [Wy| = \[Zgco Wa($)2.

node id | connected endpoints

X (2,80,©), | (b,80,©), (d,21,®)| (e,21,®

Consider noisiness of endpoints v | - (080 O (£.21, @] (e,21,®
b (x,80,®), (y,80,®)

noise(¢p) = rrllJaJ( (1 - Sim(u,v))

connected to ¢

W, (@) = (1-noise(¢))*

Similarity and noise are computed in several rounds
31
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Detecting Tiers <

An iterative process =2
e
\ = &
= computes similarity and noise o
o ¥ \I;]é: 8080 J
- merges similar nodes VeV A, i
Ecomﬂ#:pp-dt/2
= stops when no similar pair found :’4

DataProc-db-5

DC-01:389

) . DataProc-db:27017
is noisy

is not noisy

32
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Detecting Applications

= From tiers to applications

c GuardiCore

a\
—

EcommApp-Ib-1
i’

=

172.16.100.128

VAR
/
g»/

27017 =t ]

b 4 DataProc-db-1

27047
27017347

270177617
= 9

A Ta

DataProc-db-5
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Detecting Applications

172.16.1

00.128

From tiers to applications

Start from graph of tier nodes

34
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Detecting Applications

172.16.1
00.128

From tiers to applications

Start from graph of tier nodes

Assign weights to (merged) links
8080

35
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Detecting Applications

172.16.1
00.128

From tiers to applications

Start from graph of tier nodes

Assign weights to (merged) links

Ignore weak/infra links

36
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Detecting Applications

172.16.1
00.128

From tiers to applications

Start from graph of tier nodes

Assign weights to (merged) links
Ignore weak/infra links

Group connected components

37
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Implementation

Programed in Python
Parallel design

Optional initial noise configuration

for better and faster results

e.g., super noisy ports and nodes
Modular

any clustering alg. for tiers and apps (given similarity values)

38
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Evaluation

netl net2 net3
Datasets: dominat OS A EH EH]
#nodes 3003 | 2507 4588
3 datacenter networks
#monitored 153 143 174
monitored at core VMs #unmonitored 2850 | 2364 | 4414
ground truth for monitored | _ground-truthapps | 40 28 85
available online
1
0.9
0.8
0.7
a8 06
z' 0.5
§ 04
0.3
0.2
0.1 B Net1l |l Net2 Net3
01 £ 7 10 13 16 19 22 25

App Size

Distribution of nodes to app sizes
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https://www.guardicore.com/labs/datacenter-traces/

Evaluation

Datasets:
3 datacenter networks
monitored at core VMs
ground truth for monitored

available online

Compared with:

louvain modularity
node2vec (+ HAC/HDBSCAN)
and mixtures

Scoring:

Adjusted Random Index (ARI) from ground truth

G GuardiCore

Nodes CDF

netl net2 net3

dominat OS A - !
#nodes 3003 2507 4588
#monitored 153 143 174
#unmonitored 2850 2364 4414
ground-truth apps 40 58 85

1
09
08
0.7
0.6
0.5
04
03
0.2
0.1 M Netl MNet2 W Net3

1 - 7 10 13 16 19 22

App Size

Distribution of nodes to app sizes
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https://www.guardicore.com/labs/datacenter-traces/

Results

g 1

o

& 09

=z 08

< o7

>

5 06

£

= 0.5

.§ 04

w« 03

(o4

o I II

b4

< .
NS+N2V NS+MOD node2vec modularity

*NetSlicer B Netl | Net2 Net3

Analyst Compatible 41
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Use case: Microsegmentation Workflow

42
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Use case: Microsegmentation Workflow

~N

aggregated
connections

NetSlicer

43
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Use case: Microsegmentation Workflow

aggregated
connections

App:Ecomm

NetSlicer

\

Label
suggestions

4 )

User reviews
labels

N

App:DataProc

DB:MongoDB Dé .

G GuardiCore

Infra: AD

44
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Use case: Microsegmentation Workflow

4 ) 4 ) 4 )

User defines

aggregated NetSlicer Label User reviews Lot label based
connectiorV suggestions labels security
policy
App:Ecomm /_""\ App:DataProc
/l “\” — = —p
o] e:ommApp—a';?\\, N S \\z7013701 /
27N o=H ST NS
M| | S
DB:MongoDB | /|~ S NN/ > < DB:MongoDB
/ |.Z..) Web: apache Web: apache =
A T~ — gi
\ / § / DataProc-app-5 P

Infra: AD <
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Use case: Microsegmentation Workflow

4 ) 4 ) 4 )

User defines

: User reviews label based
aggrega_ted NetSlicer Label . Labels _ policy rules
connectlorV suggestions labels security
policy
T src dst action
App:Ecomm A App:DataProc
:v;ll ‘\!‘ B - —p
:/77 L_*>: =F M =) Ecomm.apache | Ecomm.Mongo:27018 allow
/ 5 |» Egommapp-ib-1 D Pp2 D
DB:MongoDB Lé\ / \(// < XQ DB:MongoDB
/ |..Z..] Web: apache Web: apache “7 Ecomm AD:389 allow
=y ». | KR
\\ / \ /4 § Users DataProc:80 allow
N\ B i R e
\ % 2 N / DataProc-app-5 DataProc-db-5
’/ e o o e o o e o o
Infra: AD ot
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The NetSlicer Algorithm SRS

= Customized similarity

= (Considers real life scenarios

= Promising initial results

= Parallel and modular design

47
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Future work

More datasets

Clustering processes

(multiple apps per server)

Mixing with more clustering algs.

Convergence time bounds

48
C Guardicore Bia-DAMA 2019



Questions?

datasets: https://www.quardicore.com/labs/datacenter-traces/
more works: https://www.quardicore.com/labs/research-academic/
me: liron.schiff@guardicore.com



https://www.guardicore.com/labs/datacenter-traces/
https://www.guardicore.com/labs/research-academic/
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