“We cannot direct the wind,
but we can adjust the sails.”

(Folklore)
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It s a Great Time to Be a
Networking Researcher!

Enables and motivates
self-driving networks!
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NETFLIX ——

Datacenters (“hyper-scale”)

Interconnecting networks:
a critical infrastructure
of our digital society.
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Fast growing traffic also in..

.. Wireless and mobile




5G: Adaptive multi-user beamforming _ _ _
6G: Control objects in the environment?

yd

\
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”fortunate user

Q 1G-4G Sector antenna
Fixed radiation pattern

Fortunate user Q

i

credit: Emil Bjoérnson, Christos Liaskos



Traditionally limited by

Line of Sight Only

Base station

Wall penetration:
— 20 dB or more

credit: Emil Bjérnson



Reconfigurable Intelligent Surfaces: Extend to

Virtual Line of Sight

Base station

Reconfigurable
intelligent surface (RIS)
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Reconfigurable: Properties can be changed
Intelligent: Real-time programmable/controllable
Surface: Two-dimensional array of elements

credit: Emil Bjérnson



Reconfigurable Intelligent Surfaces: Extend to

Virtual Line of Sight

Base station

Reconfigurable
intelligent surface (RIS)

Reconfigurable: Properties can be changed
Intelligent: Real-time programmable/controllable
Surface: Two-dimensional array of elements

Literature: Software-Defined Reconfigurable Intelligent Surfaces: From Theory to End-to-End
Implementation. Liaskos et al. Proceedings IEEE, 2022.



With growing demand for networks, also increasing dependability

Important step toward dependable networks: modelling..
. and automated design (also using formal methods)!

Contributions from IEEE CAMAD community critical!

. .=._ IEEE International Workshop on Computer Aided Modeling and Design of

T u., Communication Links and Networks C'EEESQC 0 IE E E

IEEE CAMAD™ 21-23 October 2024 // Athens, Greece



Today, dependability

Countries disconnected

Data Centre » Networks
Google routing blunder sent Japan's
Internet dark on Friday

Another big BGP blunder

By Richard Chirgwin 27 Aug 2017 at 22:35 40[) SHARE ¥

Last Friday, someone in Google fat-thumbed a border gateway protocol
(BGP) advertisement and sent Japanese Internet traffic into a black hole.

The trouble began when The Chocolate Factory “leaked” a big route
table to Verizon, the result of which was traffic from Japanese giants like
NTT and KDDI was sent to Google on the expectation it would be treated
as transit.

requirements stand in

Passengers stranded

British Airways' latest Total Inability To
Support Upwardness of Planes*
caused by Amadeus system outage
Stuck on the ground awaiting a load sheet? Here's
why

By Gareth Corfield 19 Jul 2018 at 11:16 109() SHARE ¥

Even tech-savvy companies struggle:
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contrast with reality:

Even 911 affected

Officials: Human error to blame in Minn. 911
outage

According to a press release, CenturyLink told department of public safety that
human error by an employee of a third party vendor was to blame for the cutage

Aug 16,2018

Duluth News Tribune

SAINT PAUL. Minn. — The Minnesota D Public Safety ¥ Communication

was told by its 311 provider that an Aug. 1 outage was caused by human error.

Laurent Vanbever, Nate Foster
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Wireless particularly
challenging to model!



Performance: Self-adjusting datacenter networks

Modelling: How to model workloads, such as ML workloads?
Dependability: Self-correcting MPLS networks

More Use cases for self-driving networks
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Network equipment reaching

capacity limits
— Transistor density rates stalling
— “End of Moore‘s Law in networking

Hence: more equipment,
larger networks

Resource intensive and:
inefficient

»

Gbps/€

[1] Source: Microsoft, 2019




How to interconnect?
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Root Cause

Fixed and Demand-Oblivious Topology
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Many flavors,
but in common:
fixed and

oblivious to
actual demand.




Root Cause

Fixed and Demand-Oblivious Topology

.............
............
ooooooooooooo

Many flavors,
but in common:
fixed and
oblivious to
actual demand.

Highway which ignores

actual traffic:

frustrating!
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A Vision

Flexible and Demand-Aware Topologies

123 456 78

new
demand:

Self-Adjusting
Networks
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e.g.,
mirrors

new flexible
\ interconnect




sources

Empirical studies:

traffic matrices sparse and skewed

Facebook Microsoft N
S“' 1lnzxtun1 - ‘ 0. ‘
- .,4; <::_f—~ﬁ--f AP —
‘»C"—-' = ,.-.,,.. ot ] 3 R R i et W[ s gt | 2
~5 L e "]
i 3
o
>
O |iss. iy I P
Ml - G Rt bk o e B
] ]
| el ! L) ]
i b e B S ol SRS e S [ Rt et e MY
destinations destinations \/

Mbps

traffic bursty over time

Facebook

Time (seconds)




Sounds Crazy?
Emerging Enabling
Technology.

Photonics

H2020:
“Photonics one of only five
key enabling technologies
for future prosperity.”

US National Research Council:
“Photons are the new
Electrons.”



-> Spectrum of prototypes
— Different sizes, different reconfiguration times
— From our ACM SIGCOMM workshop OptSys

Prototype 1

Moving antenna (ms)

Prototype 2

Moving mirrors (mus)

Prototype 3

Changing lambdas (ns)




-» Optical Circuit Switch rapid adaption of physical layer

— Based on rotating mirrors

Fixed
Mirror

/

« X

Rotate Mirror 8§

Optical Circuit Switch

By Nathan Farrington, SIGCOMM 2010

10



Systems
Jupiter evolving: Reflecting on Google’s data
center network transformation
August 24, 2022

Yy B B8 ©

Amin Vahdat
VP & GM, Systems and Services Infrastructure

11



Flexibility

Structure

Self-Adjusting
Networks

Now is the time!

Efficiency
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Efficiency
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Everywhere, but mainly

Our focus in this talk:
in software

in hardware

Algorithmic trading

& . & -] @ -] L
Lt e
NETELIX Recommender systems ‘g@g zos| [zos [ges [zes o F@s F@s

Neural networks

14



A first insight: related to entropy.

15



-» Traffic matrices of two different distributed
ML applications
—~ GPU-to-GPU




-» Traffic matrices of two different distributed
ML applications
—~ GPU-to-GPU

More uniform More structure



-> Two different ways to generate same traffic matrix:
— Same non-temporal structure

-» Which one has more structure?

el

0 500 1000 1500
Time

LR L

— 0 500 1000 1500
Time



-> Two different ways to generate same traffic matrix:
— Same non-temporal structure

-» Which one has more structure?

el

0 500 1000 1500
Time

AL AR

0 500 1000 1500
Time




Original
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Trace Complexity

Information-Theoretic Approach
“Shuffle&Compress”

Original Randomize rows Uniform

»

Increasing complexity (systematically randomized) >

< More structure (compresses better)
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Original Randomize rows Uniform
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Trace Complexity

Information-Theoretic Approach
“Shuffle&Compress”

Original Randomize rows Uniform

EEI» »E=EW'
» :(_G“\QO(‘ 4 e (\0‘\
0\1 (A ?\ e“\0
Can be used to define

Shuffle

g
2-dimensional

Compress U U complexity map!

\ J \ J
| |

Difference in size Difference in size
(entropy)? (entropy)?




non-temporal complexity

bursty uniform

No structure

bursty & skewed

skewed

temporal complexity

Mops
s EEHUEUES




non-temporal complexity

bursty uniform
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bursty uniform

demand
oblivious

-temporal complexity

demand
aware >.. N

bursty & skewed

skewed

temporal complexity

Mops.
S sEEREEEES

“Time (soconds)

Literature: On the Complexity of Traffic Traces and Implications. Avin et al., ACM SIGMETRICS, 2020.



bursty

uniform

pF
CNS

How to gcenerate s
nerate

HOwW—L0O 5C >u

synthetic traffic?!

Multi .
Grid

non-temporal complexity

.CDNN

bursty & skewed

skewed

temporal complexity

Mops.
S sEEREEEES

“Time (soconds)

Literature: On the Complexity of Traffic Traces and Implications. Avin et al., ACM SIGMETRICS, 2020.




~> Complexity map is just 2-dimensional: many
ways to synthesize any point on map

~» Most simple (“Occam’s razor”):
-> Spatial distribution: empirical traffic matrix M 1=t

(or synthetic distribution, e.g. Zipf)
-» Temporal distribution: repeat with probability p S
ample o,
(can be computed analytically from data) nd%mt
-»> Resulting Markov process generates o
corresponding disk on complexity map e

-» Stationary distribution corresponds to M
-» Temporary pattern matches entropy rate

Repeat ?
Yes -

No -
With probabilityl — p With probability p



Literature: On the Complexity of Traffic Traces and Implications.

~> Complexity map is just 2-dimensional: many
ways to synthesize any point on map

~» Most simple (“Occam’s razor”):
-» Spatial distribution: empirical traffic matrix M
(or synthetic distribution, e.g. Zipf)
-» Temporal distribution: repeat with probability p
(can be computed analytically from data)

-»> Resulting Markov process generates
corresponding disk on complexity map

t=1

Sample o,

from M

Add o,
too

-» Stationary distribution corresponds to M
-» Temporary pattern matches entropy rate

No -
With probabilityl — p

Repeat ?

Yes -
With probability p

Avin et al., ACM SIGMETRICS, 2020.




Traffic 1s also clustered:

Small Stable Clusters

reordering based on
bicluster structure

Opportunity: exploit with little reconfigurations!

Literature: Analyzing the Communication Clusters in Datacenters. Foerster et al. WWW Conference, 2023.



On the Complexity of Traffic Traces and Implications

Chen Avin, Manya Ghobadi, Chen Griner, and Stefan Schmid.
ACM SIGMETRICS and ACM Performance Evaluation Review (PER), Boston,
Massachusetts, USA, June 2020.

Analyzing the Communication Clusters in Datacenters

Klaus-Tycho Foerster, Thibault Marette, Stefan Neumann, Claudia
Plant, Y1lli Sadikaj, Stefan Schmid, and Yllka Velaj.

The Web Conference (WWW), Austin, Texas, USA, April 2023.

Network Traffic Characteristics of Machine Learning Frameworks Under
the Microscope

Johannes Zerwas, Kaan Aykurt, Stefan Schmid, and Andreas Blenk. 17th
International Conference on Network and Service Management (CNSM),
Izmir, Turkey, October 2021.

Website: trace-collection.net

TRACE COLLECTION

COMMUNICATION NETWORK TRACES

DC Traces WAN Traces Contribute Team Publications Other Projects

25


https://schmiste.github.io/sigmetrics20complexity.pdf
https://schmiste.github.io/www23.pdf
https://schmiste.github.io/cnsm21.pdf

Also depends on entropy of the demand!

15



Traditional BST Demand-aware BST Self-adjusting BST

More structure: improved access cost >

20



Traditional BST Demand-aware BST Self-adjusting BST
(Worst-case coding) (Huffman coding) (Dynamic Huffman coding)

BST;
O

BSTy+1
©)]

More structure: improved access cost / shorter codes >

20



Traditional BST Demand-aware BST Self-adjusting BST
(Worst-case coding) (Huffman coding) (Dynamic Huffman coding)

BST; BST). .
Q) @

Similar benefits? >
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Traditional BST Demand-aware BST Self-adjusting BST

(Worst-case coding) (Huffman coding) (Dynamic Huffman coding)

BST;
O

BSTy+1
©)]

Reduced expected route lengths! >

Generalize methodology:
... and transfer
entropy bounds and
algorithms of data-
structures to networks.

First result:
Demand-aware networks
of asymptotically
optimal route lengths.

20
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— Self-adjusting networks may be really useful to serve large
flows (elephant flows): avoiding multi-hop routing
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— However, requires optimization and adaption,

takes

time
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— Self-adjusting networks may be really useful to serve large
flows (elephant flows): avoiding multi-hop routing

— However, requires optimization and adaption, which takes time

22



Diverse patterns:

— Shuffling/Hadoop:
all-to-all

— All-reduce/ML: ring or

tree traffic patterns
— Elephant flows

— Query traffic: skewed
— Mice flows

— Control traffic: does not evolve
but has non-temporal structure

Diverse requirements:

— ML is bandwidth hungry,
small flows are latency-
sensitive

54
4
?

Shuffling
All-to-All

LL_,.LI Y

ML

Large flows

Delay
sensitive

]
Telemetry

/ control

23



Diverse topology components:
— demand-oblivious and
demand-aware

Demand - Demand -
oblivious aware

24



Dynamic

Diverse topology components:

— demand-oblivious and
demand-aware

— static vs dynamic

Demand - Demand -
oblivious aware

Static

24



Opportunity: Tech Diversity

Dynamic
Diverse topology components:
— demand-oblivious and
demand-aware (" e.g., RotorNet ) [e Helios A
) . (SIGCOMM<17), (é?éEOMM‘le)
— static vs dynamic Sirius ProjecToR ’
(9
;ziECOMM 20), (SIGCOMM®16),
SplayNet (ToN€16)
\_ (SIGMETRICS‘23)

Demand - Demand -
oblivious aware

)

e.g., Clos

(SIGCOMM*@8),

Slim Fly

(SC€14), Xpander

(SIGCOMM€17)
J

Static

24



Opportunity: Tech Diversity

Diverse topology components:

— demand-oblivious and
demand-aware

— static vs dynamic

Demand -
oblivious

Demand-
Aware

Dynamic
N\
Rotor
O\
\
Static
J

Static

Demand-
aware

24



Dynamic

Diverse topology components:
— demand-oblivious and

demand-aware « ) 4 )
— static vs dynamic Rotor Demand-
Aware
\_ O\ _J
Demand- Demand-
oblivious aware
a2 )
Static
\_ )

Static

24



Dynamic

Diverse topology components:
— demand-oblivious and

demand-aware « ) 4 )
— static vs dynamic Rotor Demand-
Aware
\_ O\ _J
Demand- Demand-
oblivious aware
a2 )
Static
\_ )
As always in CS: Static

It depends..

24
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Dynamic
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Demand-
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Static
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Topology
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Shuffling

Dynamic

Demand-
Aware
Delay Telemetry
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Demand
Static
Serving mice flows on demand-aware? Static

Topology
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ik

Shuffling

Dynamic

Demand-
Aware
Delay Telemetry
sensitive / control
Demand- Demand-
oblivious aware
Demand
Static
Serving mice flows on demand-aware? Static

Bad idea! Latency tax.

Topology

32
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Delay Telemetry
sensitive / control

Demand-
oblivious

Demand

Serving elephant flows on static?
Bad idea! Bandwidth tax.

Dynamic

Demand-
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Topology
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Dynamic

iy

Shuffling

Demand-
oblivious

Demand-
aware

)

Delay Telemetry
sensitive / control

Static

We have a first approach:
Cerberus* serves traffic on the “best topology”! (Optimality open)

* Cerberus: The Power of Choices in Datacenter Topology Design. Griner et al. ACM SIGMETRICS, 2022.



On what should topology type depend? We argue: flow size.

34



On what should topology type depend? We argue: flow size.

|-

I =0- Welseach- 2010 |
=/ Datamining- 2011
== Hadoop- 2015
== Pareto distribution A

CDF of bytes
[y
o ~
a1 (O
Q:\

108 10 105 105 107 108 10°  10%
Flow size (bytes)

-> Observation 1: Different apps have different flow size distributions.
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Flow transmission time (40Gbps)
100ns 1us 10us 100us 1Ims 10ms 100ms 1s

1r o A O
Wi h- 201
é 075 =0O= Websearch- 2010
o =/ Datamining- 2011
5 0.5.| = Hadoop- 2015
8 == Pareto distribution A
m]
0.25 /é{://
0 o =S
108 10* 10° 106 107 108  10° 10
Flow size (bytes)

-> Observation 1: Different apps have different flow size distributions.
-> Observation 2: The transmission time of a flow depends on its size.

34
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Flow Size Matters

Flow transmission time (40Gbps)
100ns 1us 10us 100us 1Ims 10ms 100ms 1s

T T T
1r A
B —O~ Websearch- 2010
S 0.75H
o =/ Datamining- 2011
—
LC: 05 Hadoop- 2015
&) : o
O == Pareto distribution A
L m]
0.25 /%{://
A \,’D
QL 2A—AsiA PO LNLLE OO amm O L1 !

103 104 10° 10° 107 108 100 10%
Flow size (bytes)

Observation 1: Different apps have different flow size distributions.
Observation 2: The transmission time of a flow depends on its size.
Observation 3: For small flows, flow completion time suffers if

network needs to be reconfigured first.
Observation 4: For large flows, reconfiguration time may amortize.

34
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Flow Size Matters

Flow transmission time (40Gbps)
100ns  lus 10us  100us Ims 10ms 100ms Is

T T T

Static Rotor Demand—aware
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2 >
B =O= Websearch-2010 || & -
£ 075 = z
o) == Datamining-2011 || & 8
5 _|Ig g
Hadoop—2015 =% 0
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L]

0.25¢1
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Flow size (bytes)

Observation 1: Different apps have different flow size distributions.
Observation 2: The transmission time of a flow depends on its size.
Observation 3: For small flows, flow completion time suffers if

network needs to be reconfigured first.
Observation 4: For large flows, reconfiguration time may amortize.
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Cerberus

Optical Switches
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Cerberus

—
K. K. Kq
static rotor demand-aware
switches switches switches
/
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Cerberus

K. K. Kq
static rotor demand-aware
switches switches switches

_

Scheduling: Small flows go via static switches..

35



Cerberus

S KI"
static roto
switches switcheas

N

demand-aware
switches

_

Scheduling: ..

medium flows via rotor

switches...

35



Cerberus

/ \ﬁ
K. K. Kq
static rotor demand-awaré&
\

switches switches Jk switches J J

| \

Scheduling: .. and large flows via demand-aware switches
(if one available, otherwise via rotor).

35



Performance: Self-adjusting datacenter networks

Modelling: How to model workloads, such as ML workloads?
Dependability: Self-correcting MPLS networks

More Use cases for self-driving networks



Example: BGP in
Microsoft

datacenter ié:l_EEEiEEEJ;ZB

Datacenter
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Cluster with globally Cluster with internally
reachable services accessible services
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Example: BGP in
Microsoft

datacenter ié:;_izgifii;;ZB

X,Y: allow from G* X,Y: block from P*

Datacenter
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Example: BGP in
Microsoft

datacenter ié:l_EEEiEEEJ;ZB
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Example: BGP in
Microsoft
datacenter

-

Tnter‘net

X,Y: allow from G* X,Y: block from P*

Datacenter

If link (G,X) fails and traffic from G is rerouted via Y and C to X:
X announces (does not block) G and H as it comes from C. (Note: BGP.)
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-» Formal methods good for verifying networks! E.g., P-Rex for MPLS
(Jensen et al. CoNEXT’19)

FT In-I_[ In-Label | Outl op
Ter i T | (v1.v2) | push(10)
2 L | (v1.v2) | push(20)
10| (v2.v3) | swap(11)
20 | (vg.vq) | swap(21)
1| (5.v4) | swap(12)
21| (vs.vs) | swap(22)
1| (vg.vg) | swap(12)
21| (vs.vs) | swap(22) . .
[ or Compilation
(v ) pop
30 (ve.v7) | swap(31)
30 | (vg.vr) | swap(31)
6l | (va,vr) | swap(62)
7 (v ) | swap(72) X : XX
31 (v ) pop
62 (v ) | swap(11)
72 | (vr.vs) | swap(22)
2 | ots | pop X YX
: | pX = ¢

qy = rvYy
ry - r
rX = pX

local FFT | Out-I | In-Label | Out-I op
Tug (v, v3) 11 (va,vs) | push(30) .
(o) | 21 | (vave) | push(30) Interpretation
(vavg) | 30 | (va.vs) | push(40)
global FFT | Out-I | In-Label | Out-l op
fég (02, vg) 11 (vo.v6) | swap(61)
(vg,v3) 21 (v, vg) | swap(71)
(v2, v6) 61 (va.vs) | push(40)
(v2, vg) 71 (va,v5) | push(40)

Formal language
which supports
automated analysis

Router configurations
(Cisco, Juniper, etc.)



-» Formal methods good for verifying networks! E.g., P-Rex for MPLS
(Jensen et al. CoNEXT’19)

o
Tor, 02) | push(10)
1| (vrv2) | push(20)
vg.vs) | swap(11)
21

p(2
swap(12)

Compilation
pX = gXX
pX = qvx
On request or
qy = rvYy
regularly.
rY = r
rX = pX
local FFT | Out-I | In-Label | Out-I op
M e a e | eian Interpretation
(vasvg) | 30 | (va,us) | push(40)
global FFT | Out-I | In-Label | Out-l op
r:u (v, v3) 11 (vo.v6) | swap(61)
(vg,v3) 21 (9. vg) | swap(71)
(v2, v6) 61 (va.vs) | push(40)
(va, vg) 71 (g, v5) | push(40)

Formal language
which supports
automated analysis

Router configurations
(Cisco, Juniper, etc.)



Dependable Networks with

Automated Whatif Analysis

-> Formal methods good for verifying networks! E.g., P-Rex for MPLS
(Jensen et al. CONEXT’19)

S Many alternatives:
e T |wl ! automata theory,
sl s [5TE o binary decision
“agn on on - an . o diagrams (BDDs),
e .. o games (e.g.,
Stackelberg, Petri
HFFTUII%EH UI e Interpretation nets), SMTs, ILPs ..

h
21
61
71

Router configurations
(Cisco, Juniper, etc.)



-» Formal methods good for verifying networks! E.g., P-Rex for MPLS
(Jensen et al. CoNEXT’19)

T Tl | In-Label | Outl op
T iy L Tor,v2) | push(10)
iny n (v3,v2) | push(20)

T (v1,2) 10 | (2.vs) | swap(11)
(v1,2) 20 (12.v4) | swap(21)

Ty (v2,v3) 11 (vg,va) | swap(12)

(v2,v3) 21 (v, v8) | swap(22)
(vrva) | 11| (vgevy) | swap(12)

7, v3) 21 (va, vs) | swap(22)
R I e Compilation
Tes (v2,05) 40 (vs. v6) vop
T | (nwe) [ 30| (ug.vr) | swap(31)

(vs.vs) 30 (vg.vy) | swap(31)
(vs,vs) | 61 | (ve,vr) | swap(62)
(s,vg) | 71| (veevr) | swap(72)

(ve,v7) 62 (v7,vg) | swap(11)

(wevr) | 72 | (vrvs) | swap(22)
Tee (va.vs) | 2 outy pop

(onvs) | 22 outy pop

Where configuration
not compliant?

local FFT | Out-I | In-Label | Out-I op
Tug (v, v3) 11 (va,vs) | push(30)

(vavs) | 21| (varva) | push(30) Synthes is!

(vavg) | 30 | (va.vs) | push(40)

global FFT | Out-l | In-Label | Out-l op
iy ( ) 11 (va, vg) | swap(G1)

(vg,v3) 21 (9. vg) | swap(71)

( )

( )

61 (va.vs) | push(40)
71 (v, v5) | push(40)

Router configurations
(Cisco, Juniper, etc.)



-» Formal methods good for verifying networks! E.g., P-Rex for MPLS
(Jensen et al. CoNEXT’19)

o
push(10)
push(20)
swap(11)

(22
swap(12)
) " swap(22) . o
All will be fin! Compilation
° °
Where configuration
°
not compliant?
local FFT | Out-I | In-Label | Out-I op
M e a e | eian Synthesis!
(vasvg) | 30 | (va,us) | push(40)
global FFT | Out-I | In-Label | Out-l op
N Tmova) | 1T | (vasve) | swap(61)
(vg,v3) 21 (9. vg) | swap(71)
(v2, v6) 61 (va.vs) | push(40)
(va, vg) 71 (g, v5) | push(40)

Router configurations
(Cisco, Juniper, etc.)



-» Formal methods good for verifying networks! E.g., P-Rex for MPLS

(Jensen et al. CoNEXT’19)

All will be fine!

FT Tnl_[ In-Label | Outl op
Ter 1 T | (or,v2) | push(10]
1| (vrv2) | push(20)
Tes 10| (v2.v8) | swap(11)
0 | (vg.vy) | swap(21)
Tea 1) | swap(12)

swap(22)

Compilation

local FFT Out-I | In-Label

Out-I op
Tuz (v2,v3) 1 (vz,vg) | push(30)
(va,vg) 21 (va.va) | push(30)
(v2, vg) 30 (va,v5) | push(40)

global FFT | Out-I | In-Label | Out-l op
iy (v2,v3) 11 (2. v6) | swap(61)
(vg,v3) 21 (v, vg) | swap(71)
(vz, v6) 61 (va.vs) | push(40)
(va, vg) 71 (va,v5) | push(40)

Router configurations
(Cisco, Juniper, etc.)

Literature: P-Rex: Fast Verification of MPLS Networks with Multiple Link Failures.

Synthesis!

Where configuration

not compliant?

Jensen et al. ACM CoNEXT, 2018.



P-Rex / AalWiNes Tool

About
MPLS Reachability Analysis & Visualization Tool
= 2 5= b A tool for MPLS reachability analysis and visualization
Model >pemonet< from:

« Aalborg University

» University of Vienna

<ip> [.#V0] [~V2#V3]* [V3£.] <ip> 1 Have a look at the
#V0] .* [V3#.] <smpls ip> 0
<[s10, 520] ip> .+ [V3#.] <mpls* smpls ip> 1

[.#V0] .* [V3#.] <mpls+ smpls ip> 1 " - p
L #V0] ....> [V3#.] <ip> Tps e Aay i @ AalWiNes Quick Intro

Initial header:

Route restriction: i

Final header: . . ) = Foland
y V2

Max link failures: [

Hungary

Options

Libya

»wy h

Afghanistan

Mongolia
Oman
Ethiopia

Angola K Somalia

Tool: https://demo.aalwines.cs.aau.dk/
Youtube: https://www.youtube.com/watch?v=mvXAn9i7 00



https://demo.aalwines.cs.aau.dk/
https://www.youtube.com/watch?v=mvXAn9i7_Q0

Formal synthesis slower than verificatio

An opportunity for using ML!

Ideally ML+FM: guarantees from formal
methods, performance from ML

For example: synthesize with ML then
verify with formal methods

Examples: DeepMPLS, DeepBGP, ..

AL /FM



Performance: Self-adjusting datacenter networks

Modelling: How to model workloads, such as ML workloads?
Dependability: Self-correcting MPLS networks

More Use cases for self-driving networks



~» Self-driving switches

-» Self-driving congestion control

-> Let’s discuss! ©






-»> What if switches become smart?

17
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~» Suboptimal: green packets could be transmitted in parallel,
but there is no more space! (Output rate 1 vs 2!)
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~» What if switches become smart? Assume: shared memory size 3.
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~» What if switches become smart? Assume: shared memory size 3.

-> Suboptimal: drop to leave space but no space needed!

17



-» Traffic at switch can be predicted fairly well

-» AI/ML could significantly improve buffer management..
~» .. and hence admission control and throughput!
Further reading:

Credence: Augmenting Datacenter Switch Buffer Sharing with ML Predictions
Vamsi Addanki, Maciej Pacut, and Stefan Schmid.

21st USENIX Symposium on Networked Systems Design and Implementation (NSDI), 2024.

17


https://schmiste.github.io/nsdi24credence.pdf

'
'
'

v

One of the big success stories
stories of the Internet!

'
'
'

v

no congestion collapse since

1990s feedback:

packet loss, delays,
ACKs, ECNs...

sending
rate?

'
'
'

v

Thanks to Internet protocol TCP: q
——
Same mechanism since 30+ years, l
while traffic increased by factor
1 billion! =
Still much innovation (and =
research, e.g., on fairness)
Google’s BBR, QUIC, ECN, etc.

'
'
'
A4




Model-Based Insights on the
Performance, Fairness, and Stability of BBR

Simon Scherrer Markus Legner Adrian Perrig Stefan Schmid
simon.scherrer@inf.ethz.ch markuslegner@infethz.ch adrianperrig@infethz.ch stefan_schmid@univie.ac.at
ETH Zurich ETH Zurich ETH Zurich TU Berlin/Uni. Vienna
Switzerland Switzerland Switzerland Germany/Austria
ABSTRACT Dl Eggriman
Google’s BER is the most prominent result of the recently re- 1N
vived quest for efficient, fair, and flexible congestion-control # | —— Hemo
algorithms (CCAs). While the performance of BBR has been o W —e
investigated by numerous studies, previous work still leaves ] it . L ! . .
gaps in the understanding of BBR performance: Experiment- ! 3-1-,“_ [ﬁ]“' L :!le_ Iﬁ]" !

based studies generally only consider network settings that Figure 1: Competition of sending rates (in % of link
researchers can set up with manageable effort, and model- bandwidth) between a Reno flow and a BBRv1 flow,

based studies neglect important issues like convergence. according to our fluid model and experiment data.
To complement previous BBR analyses, this paper presents

a fluid model of BERv1 and BBRvZ, allowing both efficient however, a deep theoretical understanding of BBR also re-

cimmilatiom nndar a wids variatv of neturarl eattinoe and an- anires a model that is valid for seneral settines and allows



!
v

!
v

!
v

!
v

!
v

Opportunity: adaptable networks and structure in demand

Opportunity: AI/ML for performance and formal methods
for dependability

Enables self-driving networks

Requires: models and automated, computer-driven designs

Great research opportunities ahead!

37



Some References

On _the Complexity of Traffic Traces and Implications
Chen Avin, Manya Ghobadi, Chen Griner, and Stefan Schmid.
ACM SIGMETRICS and ACM Performance Evaluation Review (PER), Boston, Massachusetts, USA, June 20260.

Toward Demand-Aware Networking: A Theory for Self-Adjusting Networks (Editorial)
Chen Avin and Stefan Schmid.
ACM SIGCOMM Computer Communication Review (CCR), October 2018.

Cerberus: The Power of Choices in Datacenter Topology Design (A Throughput Perspective)
Chen Griner, Johannes Zerwas, Andreas Blenk, Manya Ghobadi, Stefan Schmid, and Chen Avin.
ACM SIGMETRICS and ACM Performance Evaluation Review (PER), Mumbai, India, June 2022.

Cerberus: The Power of Choices in Datacenter Topology Design (A Throughput Perspective)
Chen Griner, Johannes Zerwas, Andreas Blenk, Manya Ghobadi, Stefan Schmid, and Chen Avin.
ACM SIGMETRICS and ACM Performance Evaluation Review (PER), Mumbai, India, June 2022.

AalWiNes: A Fast and Quantitative What-If Analysis Tool for MPLS Networks

Peter Gjpl Jensen, Morten Konggaard, Dan Kristiansen, Stefan Schmid, Bernhard Clemens Schrenk, and Jiri
Srba.

16th ACM International Conference on emerging Networking EXperiments and Technologies (COoNEXT), Barcelona,
Spain, December 2020.

Latte: Improving the Latency of Transiently Consistent Network Update Schedules

Mark Glavind, Niels Christensen, Jiri Srba, and Stefan Schmid.

38th International Symposium on Computer Performance, Modeling, Measurements and Evaluation (PERFORMANCE)
and ACM Performance Evaluation Review (PER), Milan, Italy, November 2020.

Model-Based Insights on the Performance, Fairness, and Stability of BBR (IRTF Applied Networking Research
Prize)

Simon Scherrer, Markus Legner, Adrian Perrig, and Stefan Schmid.

ACM Internet Measurement Conference (IMC), Nice, France, October 2022.

Credence: Augmenting Datacenter Switch Buffer Sharing with ML Predictions

Vamsi Addanki, Maciej Pacut, and Stefan Schmid.

21st USENIX Symposium on Networked Systems Design and Implementation (NSDI), Santa Clara, California, USA,
April 2024.



https://schmiste.github.io/sigmetrics20complexity.pdf
https://schmiste.github.io/ccr18san.pdf
https://schmiste.github.io/sigmetrics22cerberus.pdf
https://schmiste.github.io/sigmetrics22cerberus.pdf
https://schmiste.github.io/conext20.pdf
https://schmiste.github.io/perf20latte.pdf
https://schmiste.github.io/imc22.pdf
https://schmiste.github.io/nsdi24credence.pdf

