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LHC experiments have large amounts of software to build. CMS has studied ways to shorten project build times using
parallel and distributed builds as well as improved ways to decide what to rebuild. We have experimented with making idle
desktop and server machines easily available as a virtual build cluster using distcc and zeroconf. We have also tested
variations of ccache and more traditional make dependency analysis. We report on our test results, with analysis of the
factors that most improve or limit build performance.

Parallelization of the compilation process
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Theory of Parallel Algorithms

The assembly source in
compiled to binary
instructions and a .o object
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The performance gain
obtained by parallelizing a
job on a cluster of machine
IS measured in terms of a
quantity called speed-up
which is defined as the
ratio between the time
required to perform the task
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the one obtained by doing it
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CMS uses a custom tool
called SCRAM for building
its software.

«—

In contrast to IGUANA,
COBRA -- CMS
application framework --

Naively thinking, one could
assume that by

Linking must occur on the master

The current production  has no inter-module e te il parallelizing a job on n
version of SCRAM V0.20 dependencies which rval il A dlffekrjent machines ?nkej
adds several bottlenecks allows to compile different excutable or one library) cou get a n-ol
for parallelization besides modules in parallel. Improvement In
the intrinsic ones present performances.

In the compilation task as
such.
For example because of

However, even if SCRAM
IS wrapped, the speedup
with more then 2 hosts is

Performance test with SCRAM V1

This is not actually true
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As it can be seen, only the
pure compilation can be
sped up, the remaining
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Serial Component

turned out to be less than
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when
compared to the old V0.20

very  appealing
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i version. COBRA 7.6.2
SCRAM, preprocessing, )
and networking

contribute a significant
part to the whole
execution time and are not
sped up.

In our test we built the
projects SEAL 1.3.3, POOL

1.5.0 and COBRA 7.6.2.
The result can be found in

the following table.

so that even considering an
infinite number of CPUs
the maximum speedup is
limited by the serial
component f.
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