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Abstract

This paper studies the design of demand-aware network topologies: networks that dynamically adapt themselves toward the demand they currently serve, in an online manner. While demand-aware networks may be significantly more efficient than demand-oblivious networks, frequent adjustments are still costly. Furthermore, a centralized controller of such networks may become a bottleneck.

We present CBNet (Counting-Based self-adjusting Network), a demand-aware network that relies on a distributed control plane supporting concurrent adjustments, while significantly reducing the number of reconfigurations, compared to related work. CBNet comes with formal guarantees and is based on concepts of self-adjusting data structures. We evaluate CBNet analytically and empirically and we find that CBNet can effectively exploit locality structure in the traffic demand.
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1. Introduction

Empirical studies show that communication patterns in datacenters feature much spatial and temporal structure \cite{1,2,3,4}, i.e., traffic is bursty, and traffic matrices skewed. This structure represents an untapped potential for building more efficient communication networks: today’s datacenter networks are designed in a manner which is entirely oblivious to the communication pattern.
In contrast, a demand-aware network, e.g., based on emerging reconfigurable optical technologies, may self-adjust to better serve the elephant flows in the network.  

A key challenge in the design of self-adjusting networks is to strike a balance between the benefits and costs of reconfigurations: while reconfigurations allow to reduce communication costs, by moving frequently communicating nodes (e.g., top-of-rack switches) topologically closer, such reconfigurations should be used in moderation: reconfigurations take time and may temporarily lead to packet loss. A second challenge is related to the collection of data about the demand and the decision making based on this data: these are two inherent operations in any demand-aware network, but may become an operational bottleneck. Furthermore, communication patterns may not be perfectly predictable, and hence, reconfiguration decisions need to be taken in an online manner.

This paper investigates the algorithmic problem underlying such demand-aware and self-adjusting networks. In particular, to address the above challenges, we introduce CBNet, a distributed and concurrent demand-aware network based on tree topologies, which aims to reduce reconfigurations compared to the state-of-the-art solutions, such as SplayNet and DiSplayNet.

CBNet is based on concepts from self-adjusting data structures, and in particular, CBTrees. CBNet gradually adapts the network topology toward the communication pattern in an online manner, i.e., without previous knowledge of the demand distribution. At the same time, bidirectional semi-splaying and counters are used to maintain state, minimize reconfiguration costs and maximize concurrency.

**Contributions.** Our main contribution is CBNet, a counting-based self-adjusting network, which adapts to the unknown traffic pattern in a demand-aware and online manner, while minimizing reconfiguration costs. CBNet relies on decentralized and concurrent algorithms and comes with provable (worst-case) performance guarantees, and also fares well under realistic workloads: we report on extensive simulations using both real and synthetic workloads, and find that CBNet can indeed outperform state-of-the-art, by better leveraging...
locality and reducing costs.

**Paper organization.** In Section 2 we discuss related work. In Section 3 we present the model and problem definitions. In Section 4 we present an overview of CBNet. In Section 5 we describe the concept of counting-based reconfiguration. In Section 6 we present the sequential version of CBNet algorithm, and in Section 7 we analyze its performance. In Section 8 we present and analyze the concurrent version of CBNet. In Section 9 we describe the workloads used in our experiments and analyze them in terms of temporal and non-temporal locality. In Section 10 we report on simulations, and in Section 11 present our conclusions.

## 2. Related Work

Traditionally, network designs rely on static topologies, such as the Clos topology [14, 15, 16], hypercubic topologies like BCube and MDCube [17, 18], or expander-based networks [19, 20] in datacenters.

Recently, reconfigurable topologies have received much attention, which come in two flavors, demand-oblivious e.g. [21, 22, 23] and demand-aware, e.g. [2, 24, 25, 26, 7, 27, 11, 28, 29, 30, 8, 29, 31, 32], or a combination of both, e.g., Cerberus [32]. Most existing demand-aware architectures rely on an estimation of traffic matrices [33, 28, 8, 29, 34, 35] which can limit the granularity and reactivity of the network, but there are also more fine-grained approaches such as [25, 26], which however rely on a centralized control.

We in this paper are interested in distributed solutions, such as ProjecToR [2] or DiSplayNet [12] supporting fine-grained reconfiguration. The most closely related papers to our work are [7, 12, 13], which also rely on concepts from self-adjusting data structures (see [6] for an overview of this approach). Note that, in contrast to CBNet, [7] is still centralized. [12] comes with significant adjustment costs. CBNet extends the concept of a CBTree [13], defined as a counting-based self-adjusting binary search tree in which, as in splay trees [36], more-frequently accessed items move closer to the root. Unlike the original splay tree, in which
each access moves the accessed item all the way to the root via a sequence of rotations, accesses in a CBTTree do just $O(n + n \log(m/n))$ rotations during a sequence of $n$ operations.

A possible application for CBNet is Reconfigurable Datacenter Networks (RDCNs). The majority of programmable RDCNs with on-demand reconfigurations use full crossbar, 3D-MEMS-based optical circuit switches (OCS) [37, 38], or Wavelength Division Multiplexing-based switching [39]. While promising performance results have been demonstrated with various prototypes of demand-aware reconfigurable networks, today, it is often challenging to experiment with these technologies, as they are usually based on custom-built prototypes and rely on tailored hardware and software which is not publicly available. One example of a framework that supports experimentation and reproducibility is ExReC [40]. It uses off-the-shelf hardware (such as Polatis Series 6000n 32 × 32 OCS [41]) for evaluating different hybrid reconfigurable topologies and applications, such as distributed machine learning training.

3. Model

In this work the objective is to design and formally analyze the performance of distributed algorithms for self-adjusting networks. The network should connect a set $V$ of $n$ communication nodes (e.g., top-of-rack switches or peers). The input to the problem is given by a sequence $\sigma$ of $m$ messages $\sigma_i(s_i, d_i) \in V \times V$ occurring over time, with source $s$ and destination $d$; $m$ can be infinite. We denote by $b_i$ the time when a message $\sigma_i$ is generated, and by $e_i$ the time in which it is delivered. The time between successive requests arrivals is assumed to be at least one. The sequence $\sigma$ is revealed over time, in an online manner: the algorithm does not have any information about the future requests $\sigma_j$ at time $t < b_j$. Moreover, the sequence $\sigma$ can be arbitrary: in our formal analysis we consider a worst-case scenario, where $\sigma$ is chosen adversarially, as to maximize the cost of a given algorithm.

We will focus on networks based on Binary Search Trees (BST), because trees
are a basic graph family and we envision that the self-adjusting links constitute only a subset of the topology, a usual assumption in such networks \[2\]. Moreover, BSTs are \textit{locally routable}, i.e., dynamic topological changes do not require the global recomputation of routes. We denote the family of BST networks by \( \mathcal{T} = T_0, T_1, \ldots \), where \( T_0 \) is an arbitrary BST.

**Distributed reconfiguration.** In order to minimize the communication cost and adjust the topology smoothly over time, the tree is reconfigured locally through rotations that preserve the BST properties. One rotation updates a constant number of links at constant cost. Accordingly, we will denote the tree at time (round) \( t \) computed by a given distributed algorithm (possibly accounting for the communication requests \( \sigma_{t'} \) with \( t' < t \)) by \( T_t \in \mathcal{T} \). From now on, we use the terms \textit{rotation} and (local network) \textit{reconfiguration} interchangeably to refer to local topological updates in the tree.

**Bidirectional semi-splaying.** Differently from SplayNet \[7\] and DiSplayNet \[11\], where the classical zig, zig-zig and zig-zag splay operations have been employed exclusively in a bottom-up direction, CBNet leverages bottom-up and top-down semi-splaying (semi-zigzig and semi-zigzag) operations, first introduced for splay trees \[36\] and later adapted for top-down communication in CBTrees \[13\]. Besides being simpler to implement in a distributed setting, the semi-splay operations have a lower communication cost than splaying. Note that (semi) splaying not only moves a node upwards in the tree, preserving BST properties, but also roughly halves the depth of every node along the communication path. This halving effect makes splaying efficient in an amortized sense and is a property not shared by other, simpler rotation heuristics, such as move-to-root \[42\].

**Time model.** We assume that time is divided into synchronous time slots, in which a message can travel a constant number of hops in the network or a local reconfiguration might be performed. In order to study concurrency, we divide the execution time in \textit{rounds}. Each round is comprised of a constant number of time slots, in which a local consensus can be reached and one reconfiguration completed. In a round, multiple (independent) nodes can make local
reconfigurations (steps) concurrently. We consider that nodes and communication between them are reliable and synchronous. In terms of time, we aim to minimize the makespan:

**Definition 1. Time cost:** Consider any initial binary tree $T_0$, a sequence of $m$ messages $\sigma$ and algorithm $A$. Makespan($A, T_0, \sigma$) = $\max_{1 \leq i \leq m} e_i - b_i$.

3.1. Refined cost model

In CBNet, as messages travel from the source to the destination, rotations are traded with routing operations. Therefore, we distinguish between the work needed to forward a message and the work needed to perform local reconfigurations. In practice, the cost of performing a network topology reconfiguration is typically higher than that of forwarding a message over a communication link. We assume that routing a message incurs a cost of 1 unit per hop and that a rotation incurs a cost of $R = O(1)$.

Consider a sequence $\sigma$ of $m$ messages, an algorithm $A$, a BST $T_0$, and a message $\sigma_i(s_i, d_i) \in \sigma$. Let us define the reconfiguration cost $\omega_i$ as the number of rotations performed by $A$ to deliver $\sigma_i$. The routing cost will be equal to $l_{e_i}(s_i, d_i)$, the length of the path $P_{e_i}(s_i, d_i)$ in the resulting tree $T_{e_i}$, i.e., after $\sigma_i$ has been delivered. Note that $l_{e_i}(s_i, d_i)$ is not necessarily one, as in [7, 11], but is equal to the number of times the message was forwarded along $P_{b_i}(s_i, d_i)$, instead of triggering a rotation. We assume that the value of the routing cost to deliver a message, even when it is addressed to itself ($\sigma_i(s_i, s_i)$), is $\geq 1$.

**Definition 2. Work cost:** Consider any initial binary tree $T_0$, a sequence of $m$ messages $\sigma_i(s_i, d_i) \in \sigma$ and algorithm $A$. We define the total routing cost, total reconfiguration cost, and total work cost, respectively, as follows:

\[
L(A, T_0, \sigma) = \sum_{i=1}^{m} (l_{e_i}(s_i, d_i) + 1), \\
\Omega(A, T_0, \sigma) = R \times \sum_{i=1}^{m} \omega_i, \\
C(A, T_0, \sigma) = L(A, T_0, \sigma) + \Omega(A, T_0, \sigma).
\]
3.2. Amortized analysis and the potential method

We are interested in the worst-case performance over arbitrary sequences of operations (rather than individual operations), and hence, conduct an amortized analysis.

The potential method defines a function that maps a data structure onto a real-valued, non-negative “potential”. The potential stored in the data structure may be used to pay for future operations. The potential of the tree at time \( i \) (i.e., the potential of \( T_i \)) is represented as \( \phi(T_i) \). In the potential method, the amortized cost \( \hat{c}_i \) of an operation \( i \) is the actual cost \( c_i \) plus the increase in potential \( \delta \) due to the operation, where \( \delta = \phi(T_i) - \phi(T_{i-1}) \). This gives us:

\[
\hat{c}_i = c_i + \phi(T_i) - \phi(T_{i-1}).
\]

The amortized cost and potential function must be defined in order to always maintain such equivalence. This implies that if the actual cost of an operation is less than the amortized cost, the potential is increased, and if the cost of an operation is greater than its amortized cost, the potential is decreased. Using the definition of \( \hat{c}_i \), we can derive the total amortized cost given the actual costs:

\[
\sum_{i=1}^n \hat{c}_i = \sum_{i=1}^n c_i + \phi(T_n) - \phi(T_0).
\]

Every time when performing an operation, the node can: (1) pay the actual work; (2) pay more than the actual work, such that the excess is deposit in an “account”, i.e., increase the potential; (3) pay less than the actual work, making withdrawals from the account to cover the deficiency, i.e., decrease the potential. Moreover, an invariant is maintained: the total number of credits in the data structure \( \geq 0 \).

We define the amortized cost for CBNet as follows:

**Definition 3. Amortized cost:** Given a sequence of \( m \) messages \( \sigma \), if \( \mathcal{C}(\sigma_i) \) is the (time or work) cost of the \( \sigma_i \in \sigma \), the amortized cost is defined with respect to the worst sequence \( \sigma \) and initial tree \( T_0 \) as:

\[
C_A = \max_{\sigma, T_0} \frac{1}{m} \sum_{\sigma_i \in \sigma} \mathcal{C}(\sigma_i).
\]

One last useful concept for the analysis is that of empirical entropy.

**Definition 4. Empirical entropy:** Given a sequence of \( m \) messages \( \sigma \) and initial tree \( T_0 \) on \( n \) nodes, the empirical entropy is defined with respect to \( \hat{S} \) as:
\[ H(\hat{S}) = \sum_{i=1}^{n} f_s(v_i) \log \frac{1}{f_s(v_i)}, \text{ where } \hat{S} = \{ f_s(v_1), \ldots, f_s(v_n) \} \text{ are the frequencies that a node } v_i \in V \text{ is a source in } \sigma. \] Similarly, \( H(\hat{D}) \) is defined for the set of destination frequencies \( \hat{D} \).

4. CBNet overview

State-of-the-art distributed self-adjusting networks, such as SplayNet \cite{SplayNet} and DiSplayNet \cite{DiSplayNet} are based on the self-adjusting binary search trees splay trees \cite{SplayTrees}. They gradually adapt the network topology toward the communication pattern in an online manner. These self-adjusting networks, however, face challenges when it comes to their application in practice.

**Problematic inheritance from data structures.** The communication model underlying SplayNet and DiSplayNet is not entirely distributed nor realistic. They adopt an aggressive reconfiguration strategy: the source and the destination nodes of each message execute a sequence of bottom-up rotations, until they meet at their lowest common ancestor (LCA), at which point they finally exchange the data. Behind this approach lie two problematic assumptions: (1) the destination node knows when a message is generated toward it and starts rotations simultaneously with the source node; and (2) the destination node travels in the network without carrying any data in order to meet the source node, so both the source and the destination nodes are locked until the message is delivered, limiting concurrency.

**Less adjustments.** CBNet is based on a different, concurrent self-adjusting data structure, the CBTree \cite{CBTree}, in which rotations are traded for routing operations. CBNet performs rotations infrequently, an amortized subconstant \( o(1) \) per operation, drastically reducing the reconfiguration cost, while preserving the amortized communication cost guarantees.

**More realistic distributed communication.** CBNet enables a more realistic and fully distributed communication model. Bidirectional semi-splaying and the ability to forward messages allow for the natural behavior of a message traveling through the network: a message moves bottom-up in the tree when it
is navigating towards the root and top-down, otherwise. To the extent of our knowledge, CBNet is the first message-oriented self-adjusting network.

**More concurrency.** Frequent network reconfigurations limit the potential for concurrent execution of self-adjusting networks because rotations might result in conflicts between concurrent communication requests. By drastically reducing the number of reconfigurations and by freeing the source and the destination nodes of each message, CBNet scales better with the concurrency level.

5. Communication history through counters

CBNet keeps track of the communication history through counters and weights, like the CBTree [13]. Each node \( v \in V \) maintains a local variable \( c_t(v) \) that accounts for the number of times \( v \) has been the source or the destination of some communication request:

\[
c_t(v) = |\{\sigma_i \mid \sigma_i \in \sigma, v = src(\sigma_i), e_i \leq t\}|, \quad c(v) = c_{e_m}(v), \forall v \in V.
\]

We define **weights** as:

\[
W_t(v) = \sum_{x \in T_t(v)} c_t(x), W(v) = W_{e_m}(v), \forall v \in V,
\]  

(1)

where \( e_m \) is the time of delivery of the last message \( \sigma_m \in \sigma \) and \( T_t(v) \) is the subtree rooted at \( v \) in time-slot \( 0 \leq t \leq e_m \). In our implementation of CBNet, nodes maintain only their weights, and the counter value is obtained as: \( c_t(v) = W_t(v) - W_t(v.l) - W_t(v.r), \forall v \in V, t \geq 0 \), where \( v.l \) and \( v.r \) are the left and right children of node \( v \) in \( T_t(v) \), respectively.

We define the **rank** of a node as: \( r_t(v) = \log W_t(v), \forall v \in V, t \geq 0, \) assuming \( r_t(v) = 0 \) if \( W_t(v) = 0 \). And we define the **potential** of a network by using the potential function presented in [13] as:

\[
\Phi_t = \Phi(T_t) = \sum_{v \in V} r_t(v), t \geq 0.
\]

(2)

**Local computation of potential change.** The potential of the network starts with the value of zero. It increases over time due to the arrival of new messages or decreases as a result of a rotation. In order to decide whether a given message will cause a rotation or will be forwarded, the network potential
difference \( \Delta \Phi_t \) that would result from that rotation has to be computed locally in time-slot \( t \). Since the network potential is the sum of the ranks of each node in the tree, and since the ranks of all nodes that do not participate in a rotation have their ranks unchanged, \( \Delta \Phi_t \) depends only on the type of rotation (top-down or bottom-up, \textit{semi zig-zig} or \textit{semi zig-zag}) and the rank variation of the neighboring nodes that would participate in that rotation \[13\]. If the rotation has been performed, the weights of the participating nodes are updated to reflect the change in network potential.

6. Sequential CBNet

When a message enters the network, it moves from the source toward the destination node by means of two kinds of operations, referred to as routing steps or rotation steps. Routing steps move the message between nodes while keeping the network’s topology unchanged. Rotation steps move the message by restructuring the topology of the network. We define the current node of a message as the node currently holding the message at a given point in time. Below we formally define a step.

**Definition 5.** \( \text{Step}_t(\sigma_i, x_t) \): Given a message \( \sigma_i(s_i, d_i) \in \sigma \) with begin and end times \( b_i \) and \( e_i \), respectively, and a BST instance \( T, b_i \leq t \leq e_i \), a step \( \text{step}_t(\sigma_i(s_i, d_i), x_t) \) is an operation performed by the message’s current node, \( x_t \in P_t(s_i, d_i) \), that reduces the message’s distance to its destination \( d \), while preserving the BST properties of the network. A sequence of steps, starting at the source node, \( x_{b_i} = s_i \), deliver the message to the destination node \( x_{e_i} = d_i \). Each step can move the message along the path \( P_t(s_i, d_i) \) in a \textit{bottom-up} or \textit{top-down} direction and can trigger an operation of type \textit{routing} (\textit{forward}(T, \sigma_i, \text{direction})) or of type \textit{rotation} (\textit{splay}(T, \sigma_i, \text{direction}, \text{splayType})), where \text{splayType} \in \{\text{semi - zigzag}, \text{semi - zigzig}\}.

Since there is no central information accessible to nodes about the network structure, to determine the direction of a message, each node \( v \in V \) stores the identifiers of its direct neighbors in the tree, i.e., its parent \((v, p)\), its left child
it), its right child \(v.r\), as well as the smallest \(v.smallest\) and the largest \(v.largest\) identifiers currently present in the sub-tree rooted at \(v\). With this information, given the destination identifier, a node \(x\) can decide if the message \(\sigma_i(s_i, d_i)\) must be forwarded to its parent \((d_i \geq x.smallest\) and \(d_i \leq x.largest\)), its right child \((x < d_i \leq x.largest\)), or left child \((x.smallest \leq d_i < x)\) in the tree, where \(x\) and \(d_i\) stand for the identifiers of the respective nodes. The rotation type of the step is determined by the position of the current node relative to its neighbors and the message’s direction, as defined in [13]. Whether the step is of type rotation or routing is determined by the network potential difference that a rotation would cause, as described below.

**Algorithm 1** While a message \(\sigma_i(s_i, d_i) \in \sigma\) travels from source to destination, each current node \(x_t \in T_t, b_i \leq t \leq e_i\) executes the step routine, shown in Algorithm 1. If the \(LCA_t(s_i, d_i)\) has been reached (lines 2–3) a weight-update message is sent in the bottom-up direction, toward the root \(\rho\) of the tree. This update message is a small control message that carries no data and increments the weights of all nodes \(v \in P_t(LCA_t(s_i, d_i), \rho)\) by 2 (1 for \(s_i\) and 1 for \(d_i\)). Note that it does trigger rotations on its way, like a regular message; we therefore include it in the work cost analysis of CBNet. Then, the current node decides upon which type of rotation (line 4) and direction (line 5) to perform. This decision is based on the relative position of \(d_i\) and the 2-hop neighbors of the current node. It then computes the network potential difference that the latter would cause (line 6). All these computations are performed without global knowledge about the network topology information from two hops ahead in the path \(P_t(x_t, d_i)\) is enough, as described in Section 5.

If the rotation decreases the total potential of the network by more than a constant \(\delta \in (0, 2]\) (we used \(\delta = 2\) in our implementation), then a rotation is performed, updating the tree topology (lines 7–8); otherwise, the topology remains unchanged and the message is forwarded to the next current node (line 10). Finally, the weights of the nodes that participated in this step and remained on the path from \(s_i\) to \(d_i\) after the step are incremented by 1 (line 11);
6.1. Adaptive CBNet

CBNets have the property that messages follow an expected path length proportional to the entropy of the communication distribution, which is computed based on the counting history stored by each node. Considering that the request sequence is infinite in a real network, a long history stored in the counters might act as a “legacy burden” and slow the rate of reconfigurations, making CBNet less reactive to temporal locality, especially when the traffic demand distribution goes through significant changes after a long sequence of requests \[43\]. In order for the topology not to become too static, a counter resetting mechanism should be implemented, so that older requests contribute less to the current weights used in the potential computations.

To address this problem, we implemented and simulated an adaptive version of CBNet, to which we refer as Adaptive CBNet. In Algorithm 1, after line 5, a call is added to function \textit{decayWeight()} (Algorithm 2). When a sufficiently long time (\textit{timeOut}) elapses since the last counter update of a node (\textit{timeStamp}), the node’s weight (\(W_t\)) is decreased according to an exponential back-off scheme (line 3). A similar approach has been proposed in the context of CBTrees \[13\].

7. Sequential CBNet analysis

We use the potential function defined in \[2\] to amortize actual costs in our analysis. Consider an initial (arbitrary) BST network instance \(T_0\) of \(n\) nodes, a message sequence \(\sigma\) of \(m\) requests, a message \(\sigma_i(s_i, d_i) \in \sigma\) generated at time \(b_i\) and delivered at time \(e_i\). Recall that the amortized cost of a step operation is the actual cost, plus the increase in potential caused by it: \(\hat{c}(\text{step}_i) = c_i(\text{step}_i) + \Phi(T_i) - \Phi(T_{i-1})\). Therefore, if \(\sigma_i\) requires of \(l_i\) steps of cost \(O(1)\), the actual cost to fulfill \(\sigma_i\) is \(\sum_{l=1}^{l_i} O(1)\), causing a potential change of \(\sum_{i=1}^{l_i} \Phi(T_i) - \Phi(T_{i-1})\). This summation results in a telescoping series in which all terms cancel except the first and the last, resulting in amortized cost \(\hat{c}(\sigma_i) = l_i + \Phi(T_{e_i}) - \Phi(T_{b_i})\).

We start the analysis with an auxiliary lemma, proved in \[13\].
Algorithm 1 Sequential CBNet step_τ(σ_i(s_i, d_i), x_t) executed by the current node x_t ∈ V of message σ_i(s_i, d_i) in time slot t:

Require: T_t, σ_i(s_i, d_i), δ ∈ (0, 2]

1. T_{t+1} ← T_t;
2. if x_t = LCA_τ(s_i, d_i) then
3.   sendUpdateWeights(T_t, bottom-up, σ_i);
4. splayType ← getSplayType(T_t, σ_i);
5. direction ← getDirection(T_t, σ_i);
6. ΔΦ_t ← deltaPhi(T_t, splayType, direction);
7. if ΔΦ_t < −δ then
8.   T_{t+1} ← splay(T_t, σ_i, direction, splayType);
9. else
10.   forward(T_t, σ_i, direction);
11. updateWeights(T_t, splayType, direction);

Algorithm 2 Adaptive CBNet decayWeight() function:

Require: current round t, timeStamp, timeOut

1. if timeOut < t − timeStamp then
2.   timeDiff ← (t − timeStamp)/timeOut;
3.   W_t ← W_t >> timeDiff;
4.   timeStamp ← t;

Lemma 1 (Access Lemma (bottom-up \[36\] and top-down \[13\] semi-splays)).
Consider a step_τ(σ_i, x_t), executed by the current node x_t ∈ T_t of rank r_t(x_t), b_i ≤ t ≤ e_i, of type rotation with splayType ∈ \{semi zig-zig, semi zig-zag\}. Let ΔΦ_t be the net decrease in the potential of T_t, x_{t+1} be the new current node of the message, and r_{t+1}(x_{t+1}) be the rank of the latter, right after step_τ, respectively. If the direction of the step is bottom-up, we have that x_{t+1} = x_t.p.p and ΔΦ_t + 2 ≤ 2(r_{t+1}(x_{t+1}) − r_t(x_t)). Otherwise, if the direction is top-down, we have that x_t = x_{t+1}.p.p and ΔΦ_t + 2 ≤ 2(r_t(x_t) − r_{t+1}(x_{t+1})).
SplayNet \cite{SplayNet}. In Theorem \ref{thm:cost} we prove that the amortized routing cost of CBNet is asymptotically the same as the amortized reconfiguration cost of SplayNet.

**Theorem 1.** Consider any initial BST $T_0$, a sequence of $m$ messages $\sigma_i \in \sigma$ and Algorithm \ref{alg:cbnet}. Let $H(\hat{S})$ and $H(\hat{D})$ be the source and destination empirical entropies of $\sigma$, as defined in \cite{Entropy}. The amortized routing cost of Algorithm \ref{alg:cbnet} to deliver all messages in $\sigma$ is $L_A(CBNet, T_0, \sigma) = O(H(\hat{S}) + H(\hat{D}))$.

**Proof.** To bound the routing cost of CBNet, we analyze the number of routing steps performed to deliver a message $\sigma_i(s_i, d_i) \in \sigma$ and the respective weight update message sent from the LCA$_t(s_i, d_i)$ to the root of the tree (recall from Section \ref{sec:notations} that this update message carries no data but might trigger rotations).

Consider a step$_t(\sigma_i(s_i, d_i), x_t)$ that has not caused a rotation in the bottom-up direction (the top-down direction case is analogous), executed by the current node $x_t$. Since no rotation was performed during this step, by Algorithm \ref{alg:cbnet} $\Delta \Phi_t \geq -\delta$, $\delta \in (0, 2]$, $\Delta \Phi_t$ being the decrease in total potential of the tree immediately after the referred step. By Lemma \ref{lem:potential} we have that: $2 - \delta < 2 + \Delta \Phi_t \leq 2(r_{t+1}(x_{t+1}) - r_t(x_t))$, where $x_{t+1} = x_t.p.p$ and $r_{t+1}(x_{t+1})$ is the rank of the new current node after the step. Let $\delta' = 1 - \delta/2$, $t = e_t$, $\alpha =$ LCA$_t(s_i, d_i)$ and $\rho \in V$ be the root of $T_t$. Then $r_t(z) - r_t(x) > \delta'$ for each pair of consecutive edges $(x, y) \in T_t$ and $(y, z) \in T_t$ on the (bottom-up) path $P_t(s, \rho)$ (and analogously on the (top-down) path $P_t(\alpha, d_t)$). Let $l_i = |P_t(s_i, d_i) \cup P_t(\alpha, d_t)|/2$. Summing over all $l_i$ pairs of edges, we have that the sum telescopes to $(r_t(\rho) - r_t(s_i)) + (r_t(\alpha) - r_t(d_i)) > l_i \delta'$, and:

$$l_i < \frac{(r_t(\rho) - r_t(s_i)) + (r_t(\alpha) - r_t(d_i))}{\delta'} \leq \frac{(r_t(\rho) - r_t(s_i)) + (r_t(\rho) - r_t(d_i))}{\delta'} = O \left( \log \frac{W_t(\rho)}{W_t(s_i)} + \log \frac{W_t(\rho)}{W_t(d_i)} \right) = O \left( \log \frac{W(\rho)}{c(s_i)} + \log \frac{W(\rho)}{c(d_i)} \right), \forall \sigma_i \in \sigma$$

where $W(v)$ and $c(v)$ are the total weight and count of node $v \in V$, respectively. The last equality follows from the fact that $W_t(v) \geq c_t(v), \forall v \in T_t, 0 \leq t \leq e_m$ (Def. \ref{def:weight})).

Using the fact that $W(\rho) = 2m$, since each of the $m$ messages in $\sigma$ increases two counters in the tree, the source and the destination node’s, by one, we have
that the amortized routing cost is

\[ \mathcal{L}_A(CBNet, T_0, \sigma) = \frac{1}{m} \sum_{i=1}^{m} l_i \]

\[ = O \left( \frac{1}{m} \left( \sum_{i=1}^{m} \log \frac{m}{c(src(\sigma_i))} + \sum_{i=1}^{m} \log \frac{m}{c(dst(\sigma_i))} \right) \right) \]

\[ = O \left( \frac{1}{m} \left( \sum_{i=1}^{n} s(v_i) \log \frac{m}{c(v_i)} + \sum_{j=1}^{n} d(v_j) \log \frac{m}{c(v_j)} \right) \right) \]

\[ = O \left( \frac{1}{m} \left( \sum_{i=1}^{n} s(v_i) \log \frac{m}{s(v_i)} + \sum_{j=1}^{n} d(v_j) \log \frac{m}{d(v_j)} \right) \right) \]

\[ = O \left( \frac{1}{m} \left( \sum_{i=1}^{n} s(\sigma_i) \log \frac{m}{s(\sigma_i)} + \sum_{j=1}^{n} d(\sigma_j) \log \frac{m}{d(\sigma_j)} \right) \right) \]

\[ = O(H(\hat{S}) + H(\hat{D})), \]

where \( s(v_i) \) and \( d(v_i) \) are the number of times a node \( v_i \) was source and destination in \( \sigma \), respectively, and \( src(\sigma_i(s_i, d_i)) = s_i \) and \( dst(\sigma_i(s_i, d_i)) = d_i, \forall \sigma_i \in \sigma \). Note that \( c(v_i) \geq s(v_i) \) and \( c(v_i) \geq d(v_i) \), \( \forall i \in \{1 \ldots n\} \).

Having upper bounded the amortized routing cost, we turn our attention to the reconfiguration cost of CBNet. In Theorem 2 we present a generalization of the analysis of CBTrees [13], a self-adjusting data structure, for self-adjusting networks, while keeping the bound on the number of rotations.

**Theorem 2.** Consider any initial BST \( T_0 \), a sequence of \( m \) messages \( \sigma_i \in \sigma \) and Algorithm 1. The total reconfiguration cost incurred by Algorithm 1 to deliver all messages in \( \sigma \) is \( \Omega(CBNet, T_0, \sigma) = O \left( n \log \frac{m}{n} \right) \).

**Proof.** Each rotation performed by Algorithm 1 decreases the total potential of the tree by at least \( \delta \in (0, 2] \). The potential decreases only by means of rotations and cannot be negative, by definition. Hence, the number of rotations, performed by the sequence of all current nodes of each message, is upper bounded by the sum of potential increases throughout the message sequence \( \sigma \), i.e., the total reconfiguration cost (Def. 2) \( \Omega(CBNet, T_0, \sigma) = O(\Delta \Phi^+(\sigma)) \). The potential of the network increases when the counters \( c_t(s_i) \) and \( c_t(d_i) \), \( 1 \leq t \leq e_m \), are incremented upon the delivery of each message \( \sigma_i(s_i, d_i) \in \sigma, 1 \leq i \leq m \), as well as the weights of the nodes that belong to the path traversed by \( \sigma_i \).
and the respective weight-update message sent toward the root. Let \( t = e_i \), \( \alpha = \text{LCA}_t(s_i, d_i) \), \( \rho \in V \) be the root of the tree instance \( T_t \), and \( \Delta \Phi^+(\sigma_i) \) be the network potential increase caused by each message \( \sigma_i \in \sigma \), then

\[
\Delta \Phi^+(\sigma_i) \leq \sum_{u \in P_t(s_i, \rho) \cup P_t(d_i, \alpha)} \log \left( \frac{W_t(u) + 2}{W_t(u)} \right) - \log W_t(u)
\]

\[
= \sum_{u \in P_t(s_i, \rho) \cup P_t(d_i, \alpha)} \log \left( 1 + \frac{2}{W_t(u)} \right)
\]

\[
\leq \sum_{u \in P_t(s_i, \rho) \cup P_t(d_i, \alpha)} \frac{2}{W_t(u)}, \quad (3)
\]

We can split the sum in (3) into two sums, from \( s_i \) to \( \rho \) and from \( d_i \) to \( \alpha \):

\[
\Delta \Phi^+(\sigma_i) \leq \sum_{u \in P_t(s_i, \rho)} \frac{2}{W_t(u)} + \sum_{v \in P_t(d_i, \alpha)} \frac{2}{W_t(v)}. \quad (4)
\]

As we argued in Theorem 1, for every pair of consecutive edges \((x, y), (y, z)\) on the path traversed by message \( \sigma_i \), \( W_t(z)/W_t(x) > 2^{\delta'}, \delta' \in (0, 1] \). It follows that \( 2/W_t(u) \) for \( u \in P_t(s_i, \rho) \) and \( P_t(d_i, \alpha) \) are both geometric series. So the two summation terms in (4) converge to \( O(1/W_t(s_i)) \) and \( O(1/W_t(d_i)) \), respectively.

Now consider all communication requests \( \sigma_i \in \sigma \). Let \( v \in V \) be a particular node in the network. After the \( k \)-th time \( v \) has been a source or a destination of some message in \( \sigma \), its counter becomes \( c_t(v) = k \). Thus, the potential increase due to all communications over \( v \in V \) is

\[
\Delta \Phi^+(\sigma) = \sum_{i=1}^{m} O \left( \frac{1}{c_{e_i}(\text{src}(\sigma_i))} + \frac{1}{c_{e_i}(\text{dst}(\sigma_i))} \right)
\]

\[
= \sum_{v \in V} \sum_{|v=\text{src}(\sigma_j)||v=\text{dst}(\sigma_j)} O \left( \frac{1}{c_{e_j}(v)} \right)
\]

\[
= \sum_{v \in V} O(\log c(v)) = O \left( n \log \frac{m}{n} \right) \quad (5)
\]

where (5) follows from the fact that \( \sum_{u \in V} \log c(v) \) is maximized when \( c(v) = m/n, \forall v \in V \).
Theorem 3. Consider any initial BST $T_0$, a sequence of $m$ messages $\sigma_i \in \sigma$ and Algorithm $[4]$ to deliver all messages in $\sigma$ is $C(\text{CBNet}, T_0, \sigma) = O(m \log n + n \log \frac{m}{n})$.

Proof. The result follows from the Definition 2 of $C(A, T_0, \sigma)$, the bounds $\mathcal{L}(\text{CBNet}, T_0, \sigma) = O(H(\hat{S}) + H(\hat{D}))$ (Theorem 1) and $\Omega(\text{CBNet}, T_0, \sigma) = O(n \log \frac{n}{m})$ (Theorem 2), and the fact that the empirical entropy (Definition 4) is maximized when the source and destination distributions are uniform, i.e., it is $O(\log n)$.

Since the execution of Algorithm $[4]$ is sequential, its time cost has the same asymptotic upper bound as its total communication cost.

8. Concurrent CBNet

We now turn our attention to the concurrent CBNet implementation and analysis. Firstly, we highlight some of the assumptions made when modeling concurrent network communication. In Section 8.1 we explain the main algorithm design principles that we used. In Section 8.2, we prove the liveness of and analyze the communication cost incurred by the concurrent CBNet.

8.1. Concurrent network reconfiguration

To implement the concurrent CBNet we adopt the design principles of DisplayNet $[12]$, which follow an optimistic approach, i.e., conflicts are dealt with upon occurrence, and can be summarized as follows:

(1) **Prioritization**: In order to ensure deadlock and starvation freedom, concurrent steps are executed according to a priority. Given two messages $\sigma_i$ and $\sigma_j$, we say that $\sigma_i$ has a higher priority than $\sigma_j$ if $b_i < b_j$;

(2) **Independent clustering**: To ensure consistency among concurrent steps, local independent clusters of nodes that participate in a single step are computed in a distributed manner. A cluster is formally defined below.
Definition 6. **Cluster** $\mathcal{K}_i(\sigma_i, x_t)$: Consider the set of links $(v, w) \in T_t$ that would be modified as a result of a rotation executed by a step $\sigma_i(x_t)$. The **parent node** $v$ of each such link belongs to a set of nodes that is referred to as the cluster $\mathcal{K}_i(\sigma_i, x_t)$. In each cluster, the current node of the respective step, $x_t \in T_t$, is the only node that can perform a step, even if it is decided that it will be of type routing; the other nodes in the cluster are locked in round $t$.

Figure 1 illustrates the concurrent execution of 3 non conflicting clusters.

![Figure 1](image-url)
8.2. Analysis of concurrent execution

In the concurrent scenario, the analysis of CBNet is more challenging than in the sequential setting, because there is only guarantee that the message with the highest priority has consecutive progress towards the destination. For the remaining messages, the consecutive progress can be interrupted, resulting in several consecutive progress sequences. An interruption can cause the message to travel through a different path.

The proof of liveness of CBNet follows the same lines as that of DiSplayNet [11], due to the prioritization rule and the independent clustering approach.

We now turn our attention to the analysis of the communication cost of the concurrent version of CBNet. Firstly, we introduce the concept of a conflict between a pair of concurrent steps.

**Definition 7. Conflict:** Consider a sequence of messages $\sigma$ and two messages $\sigma_i = \{s_i, d_i\} \in \sigma$ and $\sigma_j = \{s_j, d_j\} \in \sigma$, such that $\sigma_i$ has higher priority, i.e., $i < j$. Moreover, consider two steps $\text{step}_i(\sigma_i, x_{t_i}), b_i \leq t_i \leq e_i$ and $\text{step}_j(\sigma_j, x_{t_j}), b_j \leq t_j \leq e_j$, with the respective clusters $K_{t_i}(\sigma_i, x_{t_i})$ and $K_{t_j}(\sigma_j, x_{t_j})$. We say that a conflict occurs in the concurrent execution of $\sigma$ if $t_i = t_j$ and $K_{t_i}(\sigma_i, x_{t_i}) \cap K_{t_j}(\sigma_j, x_{t_j}) \neq \emptyset$. A conflict can be of type **pause**, if both steps are of type **routing**, or of type **bypass** if the higher-priority step $\text{step}_i(\sigma_i, x_{t_i})$ is of type **rotation**.

Note that only a bypass can generate a work cost overhead in the network, given that it reconfigures the network topology in the local neighborhood of the current node carrying a message, whereas a pause can generate only a time cost overhead.

**Theorem 4.** Consider any initial BST $T_0$, a sequence of $m$ messages $\sigma_i \in \sigma$ and the concurrent CBNet algorithm (CCBNet). The total reconfiguration cost incurred by CCBNet to deliver all messages in $\sigma$ is

$$\Omega(CCBNet, T_0, \sigma) = O\left(n \log \frac{m}{n}\right).$$
Proof. As has been shown in Theorem 2, the number of rotations performed by CBNet is upper bounded by the maximum network potential increase during the execution of $\sigma$, which is determined by the total number of messages in $\sigma$ and is independent of the order or time in which each request $\sigma_i \in \sigma$ is generated or delivered. Given that concurrent CBNet applies the same rule to perform a rotation as the sequential CBNet, the total reconfiguration cost of concurrent CBNet has the same upper bound as in the sequential execution.

**Theorem 5.** Consider any initial BST $T_0$, a sequence of $m$ messages $\sigma_i \in \sigma$ and the concurrent CBNet algorithm (CCBNet). The total routing cost incurred by CCBNet to deliver all messages in $\sigma$ is

$$L(CCBNet, T_0, \sigma) = O\left(m \log n + n^2 \log \frac{m}{n}\right).$$

Proof. Since only a bypass can generate additional work to deliver a message in $\sigma$, and a bypass is associated with at least one rotation, the routing cost overhead due to concurrency is bounded by the total number of rotations in the concurrent execution of $\sigma$, multiplied by the additional routing cost incurred by the lower-priority messages that have been bypassed, which is $O(n)$ per bypassed message, in the worst case. The result follows by adding the concurrency overhead to the total sequential routing cost (see Theorem 1 and Def. 3).

**Theorem 6.** Consider any initial BST $T_0$, a sequence of $m$ messages $\sigma_i \in \sigma$ and the concurrent CBNet algorithm (CCBNet). The total work cost incurred by CCBNet to deliver all messages in $\sigma$ is

$$C(CCBNet, T_0, \sigma) = O\left(m \log n + n^2 \log \frac{m}{n}\right).$$

Proof. The result follows from Theorems 1, 4 and 5.
In Theorem 7 we provide a worst-case upper bound on the time cost of concurrent CBNet.

**Theorem 7.** Consider any initial BST $T_0$, a sequence of $m$ messages $\sigma_i \in \sigma$ and the concurrent CBNet algorithm (CCBNet). The **makespan** of concurrent CBNet to deliver all messages in $\sigma$ is

$$\text{Makespan}(CCBNet, T_0, \sigma) = O\left(m \log n + n^2 \log \frac{m}{n}\right).$$

**Proof.** We know that at least one message (of the highest priority) is delivered without being paused or bypassed at a time in the concurrent execution of CBNet. This implies that the makespan is upper bounded by the total communication cost of the concurrent execution, proved in Theorem 6.

**Comparison to related work.** The bounds on work and time costs of concurrent CBNet are a significant improvement compared to the cost of DiSplayNet [11], which has worst-case total work and time costs quadratic in the number of messages:

$$C(\text{DiSplayNet}, T_0, \sigma) = O(m(m + n) \log n).$$

9. Workload traces

In this work, before running each experiment, we measure and classify the locality of the input in terms of its temporal and non-temporal components.

**Measuring locality.** To measure the locality of reference present in a workload, we use the definition of **trace complexity**, introduced in [1], which leverages only randomization and data compression operations. The amount of locality present in a workload can be measured based on the entropy of the communication sequence. The concept of entropy is related to the amount of information or the ability to compress the data. Intuitively, workloads with a
low locality structure tend to have random sequences of communication pairs and, consequently, a low data compression rate. High-locality sequences tend to have a specific structure between requests that allows for better compression. It is possible to identify and measure the locality present in the dataset leveraging only randomization and data compression operations.

Given a sequence of communication requests $\sigma$, we generate two transformations: $\Gamma(\sigma)$, comprised of a sequence of requests where the relative order of requests is shuffled, and temporal relationships are lost; and $\mathcal{U}(\sigma)$, a sequence of requests of the same size and domain, but collected from a uniform distribution, removing the non-temporal locality as a result. The temporal complexity of a trace is given by the ratio between the entropy $C(\sigma)$ contained in the sequence $\sigma$ and the entropy contained in the temporal transformation $C(\Gamma(\sigma))$: $T(\sigma) = \frac{C(\sigma)}{C(\Gamma(\sigma))}$. Similarly, the non-temporal component of a trace is given by the ratio of the entropy of the temporal transformation $\Gamma(\sigma)$ to the entropy of the uniform sequence $\mathcal{U}(\sigma)$: $NT(\sigma) = \frac{C(\Gamma(\sigma))}{C(\mathcal{U}(\sigma))}$. The entropy $C(\cdot)$ can be measured through the size of the compressed file. Note that $T, NT \in [0, 1]$, since $C(\sigma) \leq C(\Gamma(\sigma)) \leq C(\mathcal{U}(\sigma))$.

**Definition 8. Trace complexity** [1]: The complexity of a workload $\sigma$ is given by the product of temporal and non-temporal complexity: $\Psi(\sigma) = T(\sigma) \times NT(\sigma)$. Note that $\Psi(\sigma) = \frac{C(\sigma)}{C(\Gamma(\sigma))} \times \frac{C(\Gamma(\sigma))}{C(\mathcal{U}(\sigma))}$, and therefore $\Psi(\sigma) = \frac{C(\sigma)}{C(\mathcal{U}(\sigma))}$.

In Table 1, we list the attributes of all workloads used in our experiments. In Figure 2, we compare these workloads using a graphical representation on a two-dimensional plane. The $x$ and $y$-axis represent the temporal and non-temporal components, respectively. At each point, the area of the circle corresponds to the trace complexity value $\Psi(\cdot)$. Note that the lower the temporal or non-temporal complexity of a trace, the higher its temporal and non-temporal locality.

In the following, we group the workloads (listed in Table 1) according to their trace complexity and discuss their main characteristics.

**High non-temporal and low temporal locality (ProjecToR and Skewed):** The ProjecToR workload [46] describes the distribution of commu-
Figure 2: Trace map of all workloads used in the experiments. The $x$ and $y$ axes represent the temporal and non-temporal components, respectively, and the area of each circle corresponds to the trace’s complexity, defined in (8).

cation probability between 8,367 pairs of nodes in a network of 128 nodes (top of racks), running map-reduce and systems storage operations. We sampled a sequence of 10,000 independent and identically distributed requests (i.i.d.) in time and repeated each experiment 30 times. The Skewed workload corresponds to an artificial sequence of 10,000 communication requests in a network of 1024 nodes, using the method from [1]. The non-temporal locality component was produced using the Zipf distribution.

**High temporal and low non-temporal locality (PFabric, Bursty):** The traces of PFabric [44] were generated by executing simulation scripts in NS2. We sample a sequence of $m = 1,000,000$ requests from a network of 144 nodes. The Bursty workload was generated artificially with $m = 10,000$ and $n = 1024$, using the method from [1].

**High temporal and non-temporal locality (HPC [45]):** This workload consists of high-performance computing applications, such as solutions to
Table 1: Workload dataset parameters

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>ProjecToR([2]) i.i.d.</td>
<td>((n, m))</td>
<td>((128, 10,000))</td>
</tr>
<tr>
<td></td>
<td>(\Psi(\sigma) = (T(\sigma), NT(\sigma)))</td>
<td>((0.997, 0.467))</td>
</tr>
<tr>
<td>Skewed</td>
<td>((n,m))</td>
<td>((1024, 10,000))</td>
</tr>
<tr>
<td></td>
<td>((T(\sigma), NT(\sigma)))</td>
<td>((1, 0.4))</td>
</tr>
<tr>
<td>PFabric([44]) : Trace 0.5</td>
<td>((n,m))</td>
<td>((144, 1,000,000))</td>
</tr>
<tr>
<td></td>
<td>((T(\sigma), NT(\sigma)))</td>
<td>((0.431, 0.986))</td>
</tr>
<tr>
<td></td>
<td></td>
<td>((0.489, 1.0))</td>
</tr>
<tr>
<td>PFabric([44]) : Trace 0.8</td>
<td>((n,m))</td>
<td>((1024, 10,000))</td>
</tr>
<tr>
<td></td>
<td>((T(\sigma), NT(\sigma)))</td>
<td>((0.4))</td>
</tr>
<tr>
<td>Bursty</td>
<td>((n,m))</td>
<td>((1024, 1,000,000))</td>
</tr>
<tr>
<td></td>
<td>((T(\sigma), NT(\sigma)))</td>
<td>((0.4, 1))</td>
</tr>
<tr>
<td>HPC([45]) : Multigrid</td>
<td>((n,m))</td>
<td>((1024, 1,000,000))</td>
</tr>
<tr>
<td></td>
<td>((T(\sigma), NT(\sigma)))</td>
<td>((0.535, 0.820))</td>
</tr>
<tr>
<td>Nekbone</td>
<td>((T(\sigma), NT(\sigma)))</td>
<td>((0.731, 0.825))</td>
</tr>
<tr>
<td></td>
<td></td>
<td>((0.725, 0.724))</td>
</tr>
<tr>
<td>Mocfe</td>
<td>((n,m))</td>
<td>((159, 1,000,000))</td>
</tr>
<tr>
<td></td>
<td>((T(\sigma), NT(\sigma)))</td>
<td>((1.0, 0.904))</td>
</tr>
<tr>
<td>Facebook([3])</td>
<td>((n,m))</td>
<td>((128, 10,000))</td>
</tr>
<tr>
<td></td>
<td>((T(\sigma), NT(\sigma)))</td>
<td>((1.6))</td>
</tr>
<tr>
<td>Splay Tree</td>
<td>((n,m))</td>
<td>((128, 1,000,000))</td>
</tr>
<tr>
<td>Data Structure</td>
<td>std</td>
<td>((128, 1,000,000))</td>
</tr>
<tr>
<td></td>
<td>((T(\sigma), NT(\sigma)))</td>
<td>((0.998, 0.557))</td>
</tr>
<tr>
<td></td>
<td></td>
<td>((0.995, 0.604))</td>
</tr>
</tbody>
</table>

Poisson equations. We collected 1,000,000 requests for a network of 1024 nodes.

**Low locality (Facebook and Splay Tree Data Structure):** The Facebook\([3]\) trace consists of real \(Fbflow\)[4] packets collected from the production clusters A of Facebook. The per-packet sampling is uniformly distributed with rate 1:30000, flow samples are aggregated every minute, and node IPs are anonymized. We processed the data as follows. Firstly, we removed all

\[\text{Network monitoring system that samples packet headers from Facebook’s machine fleet.}\]
inter-cluster or intra-rack requests, keeping only inter-rack requests within the same cluster. Then, we globally sorted the requests by timestamp. Finally, we mapped the anonymized IPs to a consecutive value range starting at 0. This resulted in a sequence of 1,000,000 requests, originated in a 24-hour time window, in a network comprised of 159 nodes. The Splay Tree Data Structure workload consists of an artificial request sequence with \( m = 10,000 \) and \( n = 128 \), where each message’s destination is the root node of the BST, and the source is chosen randomly, following a normal distribution with \( std = 1.6 \).

**Legacy burden (ProjecToR \( \times 2, \times 4 \))**: In order to simulate a scenario where a long history of request counting becomes a burden to dynamic self-adjusting, we partitioned the simulation timeline into “epochs” with distinct traffic distributions. We created two workload traces comprised of 1,000,000 requests. ProjecToR \( \times 2 \) is comprised of two parts. The first and the second half of the request sequence were sampled from ProjecToR’s distribution. In the second half of the sequence, the ids of the nodes were shuffled. ProjecToR \( \times 4 \) was generated similarly, but with four epochs.

10. **Simulations**

All our experiments were performed using the Sinalgo simulation platform [47], which provides a network abstraction for message passing in a synchronous communication model.

To space the requests in time and make the timestamp sequences more realistic, we used a Poisson distribution with \( \lambda = 0.05 \) to determine the time of the entrance of each message in the network. We made empirical measurements of the total routing and reconfiguration work and the time required for different communication patterns. In all experiments, we assumed that the reconfiguration cost of one step equals the cost of forwarding a message through one link, i.e., \( R = 1 \) unit. Note that, in reality, the cost of a reconfiguration is typically much higher than the routing cost, resulting in a significantly higher reduction in total work cost of CBNet than depicted in the simulation plots.
Table 2 lists all the algorithms implemented in our experiments.

<table>
<thead>
<tr>
<th>Baseline</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBN</td>
<td>Concurrent CBNet</td>
</tr>
<tr>
<td>SCBN</td>
<td>Sequential CBNet</td>
</tr>
<tr>
<td>AD1-AD4</td>
<td>Adaptive CBNet (timeOut ∈ {30, 100, 500, 1000} rounds)</td>
</tr>
<tr>
<td>BT</td>
<td>A balanced static BST, with no reconfigurations. This baseline corresponds to the optimum topology when all pairs of nodes are equally likely to communicate;</td>
</tr>
<tr>
<td>OPT</td>
<td>An optimal static BST, computed using the dynamic program presented in [7]. Like in the BT, there is no reconfiguration cost, but only routing cost. This baseline requires prior knowledge of the request distribution. Note that, since OPT is not a dynamic optimum, it might present a higher routing cost than the dynamic baselines in some scenarios;</td>
</tr>
<tr>
<td>SN</td>
<td>Our implementation of SplayNet [7]. Note that SplayNet is not fully distributed, since messages are scheduled sequentially, which would require a global scheduler.</td>
</tr>
<tr>
<td>DSN</td>
<td>Our implementation of DiSplayNet, a concurrent version of SplayNet, which is slightly different and more realistic than the one in [11]. We implemented a 3-way handshake procedure for the source and destination nodes of each message to start rotating toward their LCA simultaneously;</td>
</tr>
<tr>
<td>SCBN</td>
<td>A sequential version of CBNet. Like SplayNet, it is not entirely distributed and serves as a reference to assess the benefits of concurrent reconfigurations.</td>
</tr>
</tbody>
</table>

10.1. Results

We structure our discussion according to the type of locality of the workloads.
High non-temporal locality (ProjecToR and Skewed): In Figures 3a and 3b we analyze the work cost, which is comprised of the reconfiguration (rotations) and message forwarding (routing) components. In both ProjecToR and Skewed workloads, CBNet performed less (almost no) rotations compared to other self-adjusting networks and the least amount of total work among all baselines except for OPT, due to the low temporal locality of these workloads. The difference in work between BT and OPT is coherent with the presence of non-temporal locality in the traces, as shown in both plots. Compared to BT, it is possible to see that CBNet took advantage of the non-temporal locality present in both workloads, bringing the network closer to the optimal static tree configuration (OPT). CBNet and SCBN had similar total work costs to that of DSN and SN. However, unlike the latter, where most of the work is due to reconfiguration, CBNet performed routing steps almost exclusively, which supports our analytical results.

Figures 4a and 4b present the results in terms of makespan and throughput. Note that we did not include the static networks, as there is no defined time model for them. The first point that we highlight is the higher throughput and lower makespan of the two concurrent versions of self-adjusting networks (CBN and DSN) compared to their sequential counterparts (SCBN and SN), showing that they took advantage of opportunities for parallelism. The second point is the superior performance of CBNet (CBN) compared to DiSleepNet (DSN). This is due to the way CBNet transmits messages. Unlike DSN, where both the source and destination nodes must be dedicated exclusively to a single communication request, CBNet does not lock the destination nodes, so they are able to work on other messages in parallel.

Figures 5a and 5b show the number of concurrent clusters (defined in 6) per round of simulation as a histogram. The main difference between CBNet and DSN is that CBNet presented significantly less rounds with a single cluster.

2Differently from work, throughput is the number of messages delivered per round. Figures 4 and 7 show a smoothed version of the throughput histogram (kernel density estimate).
High temporal locality (PFabric and Bursty): In the PFabric and Bursty workloads, the communication matrix is close to uniform, and consequently, the total work of BT and OPT is almost the same, as can be seen in Figures 3c and 6b. Among all the algorithms, DiSplayNet had the best performance in terms of total work, showing how well this algorithm exploits temporal locality (especially repeated consecutive requests) by performing rotations aggressively. For Bursty, DSN performed even less total work than OPT. In contrast, since CBNet takes into account the entire communication history of the nodes to perform reconfigurations, which makes it less reactive to temporal locality of the workload, CBNet approached the OPT, which in turn approached the BT (balanced BST) work cost.

In Figures 4c and 7b we can see that, in terms of makespan and throughput, however, CBNet performed as well as DiSplayNet, or better, despite the unfavorable trace complexity of the PFabric and Bursty workloads. This shows that CBNet achieved higher parallelism, which can be confirmed by the cluster distribution depicted in Figures 5c and 8b. Note that due to the artificially high temporal locality in the Bursty workload, where the request sequence is comprised of long consecutive request repetitions, the execution becomes sequential at some nodes, limiting opportunities for concurrency.

High non-temporal and temporal locality (HPC): Similarly to the Bursty scenario (3c), DSN and SN performed the least amount of work, even less than OPT, for the HPC Mocfe and Multigrid traces (Figure 6a). Since OPT and BT presented similar values, we can conclude that the non-temporal locality is low, resulting in higher work cost for CBNet and SCBN. Nevertheless, CBNet achieved the best makespan and throughput due to higher parallelism, as shown in Figure 7a and confirmed by Figure 8a, which shows that the number of rounds with $\leq 2$ concurrent clusters was almost $10\times$ higher for DSN for the Mocfe and Multigrid traces.

Low locality (Facebook and Splay Tree Data Structure): The results for the Splay Tree Data Structure (Figures 3d, 4d, 5d) and Facebook workloads (Figures 6c, 7c, 8c) were similar for all metrics. Due to the lack of both spatial
and temporal locality, DSN and SN performed significantly more work among all baselines, more even than the balanced static network (BT), while CBNet performed similarly to OPT, as shown in Figures 3d and 6c. This is due to the lack of spatial locality. For these request sequences, the balanced tree is in fact the optimal topology, so CBNet performed almost no rotations after converging to BST. DSN and SN, however, performed rotations along the entire simulation, due to the lack of temporal locality.

As shown in Figures 4d and 7c, CBNet and SCBN obtained the best results in terms of throughput and makespan. Interestingly, the execution of DSN was sequential for the Slay Tree Data Structure scenario (Figures 4d), which is due to the fact that all requests originate from the root node, preventing any parallelism, as can also be seen in Figure 5d (all DSN rounds had \( \leq 1 \) clusters).

**Adaptive CBNet (ProjecToR \( \times 2 \) and \( \times 4 \))**: Finally, we evaluated the performance of Adaptive CBNet in two scenarios, where the demand was comprised of a concatenation of time periods with distinct distributions. We simulated the decayWeights() function (Algorithm 2) with increasing timeout values (\( timeOut \in \{30, 100, 500, 1000\} \) rounds). We refer to each configuration as AD1, AD2, AD3, and AD4, respectively.

In Figure 9, we observe that CBNet performed more total work than DSN, especially for ProjecToR \( \times 4 \), due to the high “legacy burden” of this request sequence. Moreover, AD1 performed significantly less work than CBNet and slightly less work than DSN in both scenarios. In ProjecToR \( \times 2 \), AD2, AD3, and AD4 did not show great advantage compared to CBNet. For ProjecToR \( \times 4 \), however, all four versions of AD outperformed the non-adaptive CBNet.

This demonstrates that the “legacy burden” of the counting-based self-adjusting approach can be mitigated by a counter resetting scheme, in exchange of slightly higher number of rotations. This increase in reconfiguration cost, however, was insignificant, when compared to the aggressive reconfiguration approach of DSN.
11. Conclusion

We presented CBNet, a self-adjusting network that relies on a fully decentralized control plane and significantly reduces adjustment costs, compared to prior work. Despite its concurrent nature, CBNet comes with formal guarantee.

In this work, we used a synchronous distributed system model. CBNet assumes a consistent and communication-closed round structure provided by the distributed system (i.e., if a message is sent by a node, it will be delivered to the receiver node in the same round). While a large number of solutions to problems in distributed computing assume lock-step rounds, real-world distributed systems are usually not perfectly synchronous. In practice, message loss is present as a result of job dropping by a real-time scheduler or an unreliable communication channel. There are several ways to generate round structures in various different systems and failure models, e.g., [48]. One way to overcome this issue is to build a synchronous round abstraction atop the imperfect communication
system, using a synchronizer [49]. The real-time performance of an atop running synchronous algorithm depends on the performance of the synchronizer, as well as on the assumptions w.r.t. delay bounds and fault probability distribution.

While our contribution is still theoretical in nature, we believe that it constitutes an interesting step forward toward practical self-adjusting networks. Our work opens interesting avenues for future research. In particular, it will be interesting to further analyze the optimal trade-off between the benefits and the costs of adjustments. It will also be interesting to generalize the network topology beyond trees and consider implications on network and transport layers.
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