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ABSTRACT

A predictable network performance is mission critical for many
applications and yet hard to provide due to difficulties in model-
ing the behavior of the increasingly complex network equipment.
This paper studies the problem of providing deterministic latency
guarantees in small networks based on low-capacity hardware (e.g.,
in-cabin and industrial networks): such networks are of increasing
importance, need to meet stringent performance requirements, but
have hardly been explored so far. Our main contribution is the
design, implementation, and evaluation of Loko, a system which
provides predictable latency guarantees in programmable networks
using low-cost hardware. Loko relies on a novel measurement-based
methodology and uses deterministic network calculus to derive a
reliable performance model of a given switch. To this end, we also
show that state-of-the-art models in the literature like QJump and
Silo fall short to model the behavior of such switches, due to incor-
rect architectural and performance assumptions. As a case study,
we implement Loko for the Zodiac FX switch. Our experiments are
encouraging: we find that the derived models are indeed accurate,
allowing Loko to provide deterministic end-to-end guarantees with
low-cost programmable devices.
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1 INTRODUCTION

Communication networks do not only form the backbone of our
digital society but also are becoming ubiquitous in “small scale”
environments, such as airplanes [55], cars [61] and industrial pro-
duction sites [14]. These environments often come with particular
constraints: such networks have to provide stringent latency guar-
antees to operate properly (e.g., time-critical control loops) and
their workload often has specific characteristics (e.g., related to the
rate and burstiness of the arriving demands). In general, such net-
works rely on significantly smaller and more lightweight equipment
than other networks [16, 55]. At the same time, small networks can
still benefit from emerging flexible communication technologies,
and in particular programmability, to overcome limitations of exist-
ing solutions. Indeed, programmability, which we use as a generic
term to refer to reconfigurable forwarding behavior at runtime
(e.g., OpenFlow or P4), and centralized control can offer faster and
more fine-grained control than proprietary solutions like Profibus
or CAN which require specialized hardware to enable deterministic
guarantees [14, 54, 64]. We define “small networks” as networks of
low capacity that connect small, lightweight, and low-cost equip-
ment. We observe that such networks have received little attention
in the literature. In particular, while there exist various low-cost
programmable switches based on simple hardware, such as the
Zodiac FX [49] or the Banana Pi R1 [59] and R2 [60], it is unex-
plored today to which extent such hardware can be used to provide
predictable performance, and in particular latency. At first sight, it
may seem challenging to provide deterministic latency guarantees
with low-cost and hence low-performance and less reliable devices.

This paper is motivated by the observation that we lack perfor-
mance models for low-cost programmable switches used in small
networks — a prerequisite for predictability. Indeed, as we show
in this paper, the few performance models for predictable latency
which do exist today, such as QJump [18] and Silo [27], are a poor
match for such switches. Our analysis of the reasons underlying
this mismatch shows that existing models rely on architectural and
performance assumptions that turn out to be invalid in this context.
In particular, processing time on low-cost programmable devices is
not negligible and can create interferences among the different, up
to now considered independent, switch ports.

In this paper, we observe that low-cost programmable devices
also provide great opportunities for predictable performance, be-
cause they are simple. For example, the Zodiac FX runs a single-
threaded OS-free packet processing loop. Another opportunity,
besides architectural simplicity, comes from the fact that low-cost
programmable switches are often based on open architectures, in
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contrast to high-end switches that have black-box architectures. As
we show, this allows us to derive fundamental benchmarking dimen-
sions. Besides, industrial applications that demand predictability
typically impose relaxed bandwidth (up to hundreds of kilobits per
second) and latency guarantees on the order of milliseconds [30],
which can potentially be achieved by low-capacity hardware.

Our main contribution in this paper is Loko, a system provid-
ing end-to-end latency guarantees for networks based on low-cost
programmable switches. Loko relies on a measurement-based ap-
proach to derive accurate performance models for such switches,
and manages the network accordingly in order to ensure determin-
istic latency. Our approach to design Loko leverages principles of
deterministic network calculus (DNC), and proceeds in three steps:
First, through a profound measurement campaign, we derive the
necessary parameters for modeling switching performance, lever-
aging knowledge of the (open) architecture of low-cost devices.
Second, based on these measurement inputs, we construct a switch
model that avoids traditional assumptions that are invalid for low-
cost devices. Third, we extend the switch model to a network model,
which forms the basis for the design of admission control and re-
source allocation strategies enabling Loko to provide latency guar-
antees. We evaluate Loko in a real testbed using a proof-of-concept
implementation with Zodiac FX switches. Our experiments confirm
the correctness and applicability of our approach and its underly-
ing models: our testbed measurements show that the guarantees
provided by Loko are indeed not violated. We observe predictable
end-to-end latencies, including guaranteed throughput, guaranteed
packet delivery and burst allowance.

Summary of contributions. This paper tackles the challenge
of providing predictable latency guarantees for token-bucket traffic
patterns with low-cost and hence low-performance (and presum-
ably less reliable) devices. Succinctly, our contributions are:

o We demonstrate the limitations of existing performance mod-
els in the context of low-cost and low-capacity programmable
switches. To this end, we pinpoint the assumptions taken by
state-of-the-art approaches which are invalid in this context.

o We present the first measurement-based methodology to realize
networks providing deterministic quality of service (QoS) guar-
antees. Our approach relies on deterministic network calculus
principles. We also give insights on the performance of low-cost
programmable switches.

e We design, implement, and evaluate Loko, a system based on the
derived models and resource allocation algorithms which pro-
vides latency guarantees for small-scale programmable devices
serving token-bucket traffic patterns.

o Using operational traces from a world-leading industrial net-
work operator, we confirm the practical value of Loko: it can
satisfy delay and bandwidth requirements of existing industrial
applications using low-cost hardware.

In order to ensure reproducibility, we have released our research
artifacts (data sets, traces, configuration files and source code) at [1].

Organization. We present an empirical motivation for our work
in §2. We then introduce our measurement-based methodology (§3)
and derive a switch performance model accordingly (§4). In §5, we
describe the Loko system and its network model, and we report on
results of our proof-of-concept measurements in §6. We discuss the
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IS Microchip KSZ8795CLX
1x 1000 Mbps data port (to CPU)
4x 100 Mbps data ports

CPU Atmel SAM4ESCA
1x 100 Mbps port (to IS)
120 MHz single-core
128 KB of RAM
512 KB of prog. flash memory

Figure 1: Physical layout of the Zodiac FX and main specifi-
cations of its integrated switch (IS) and CPU.

generality of our solution and its applicability in §7. After reviewing
related work in §8, we conclude in §9.

2 EMPIRICAL MOTIVATION

We start with an empirical motivation showing the shortcomings
of state-of-the-art performance models when applied to networks
based on low-cost and hence low-capacity programmable switches.
As a case study throughout the paper, we will consider the $70
Zodiac FX switch, which is archetypical for switches used in such
networks, e.g., the Banana Pi R1 and R2 [59, 60].

The Zodiac FX relies on a central processing unit (CPU) for
packet processing. Such kind of architecture, also used by the $90
and $125 Banana PiR1 and R2, is typical for low-cost programmable
devices. Indeed, such devices do not have the ability to build a
programmable processing into the switch chip, as can easily be done
for switches implementing only a static behavior, e.g., L2 switching.
As a result, the only option is to use a CPU for processing.

We will then show that state-of-the-art systems [18, 27] provid-
ing latency guarantees are a poor match for such architectures, and
provide an analysis for the underlying reasons. We find that such
architectures invalidate several assumptions, as (a) in contrast to
high-end devices, packets cannot be processed at line rate; and (b)
the switching capacity is shared among ports, thereby leading to
inter-port interferences which are ignored for high-end devices.

2.1 Hardware Architecture

The Zodiac FX is equipped with four 100 Mbps Ethernet ports con-
nected to an integrated 5-port L2 switch (Fig. 1). The fifth port of
this integrated switch (IS) is connected through a 100 Mbps link to
an ARM Cortex-M4 single-core 120 MHz micro-controller (CPU)
with 128 KB of RAM. The IS and the CPU are further connected
through an out-of-band universal synchronous/asynchronous re-
ceiver/transmitter (USART) interface (not shown in Fig. 1) to allow
the CPU to configure the forwarding behavior of the switch (§2.2.1)
and to fetch status/statistics information (§2.2.2).

2.2 Firmware Architecture

The Zodiac FX ships with an open-source firmware supporting
OpenFlow versions 1.0 and 1.3 [48]. We focus on OpenFlow version
1.0 and on version 0.84 of the firmware.

2.2.1 Behavior of the Integrated Switch (IS). Through the USART
interface, the CPU configures the IS during boot-up based on a
configuration stored in EEPROM. The firmware distinguishes native
and OpenFlow ports — native ports are (management and) control
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1: while true do

2 PROCESSFRAME()

3 PROCESSCLI()

4 PROTOCOLTIMERS()

5: CcHECKOFCONNECTION()

6 if +500 ms since last OFCHECKs() then OFCHECKS()
7: function PROCESSFRAME()

8 if packet from native port then

9 if HTTP packet then sENDTOHTTPSERVER()

10: if OpenFlow packet then sENDTOOFAGENT()

11: if packet from OpenFlow port then SENDTOOFPIPELINE()

Figure 2: Main loop of the Zodiac FX firmware.

plane (CP) ports and OpenFlow ports are data plane (DP) ports. If
a port is configured as a native port, the IS processes the packets
using its internal L2 switching engine. If a port is configured as an
OpenFlow port, the IS directly sends the packets to the CPU with a
1-byte tail tag identifying the port where the packet came from. By
default, ports 1-3 (the three leftmost ports in Fig. 1) are OpenFlow
ports and port 4 is a native port. The fifth port (towards the CPU)
is always configured as native.

2.2.2 Behavior of the CPU. After configuring the IS, the CPU
runs the single-threaded infinite loop shown in Fig. 2. The pro-
cessFRAME() function (line 2) processes, if present, one Ethernet
frame. If the frame comes from an OpenFlow port, it is forwarded
to the OpenFlow pipeline. If the frame comes from a native port, it is
forwarded, based on the L4 destination port, either to the OpenFlow
agent, or to an HTTP server hosting a user interface. If the CPU
sends a packet coming from the OpenFlow agent or the HT TP server,
it is sent through the normal L2 switching engine of the IS. If the
packet comes from the OpenFlow pipeline, the output port is defined
by the OpenFlow pipeline through a 1-byte tail tag appended to the
packet. The prRocessCLI() function (line 3) processes, if present, a
command sent via USB on the command line interface (CLI). Both
PROCESSFRAME() and PROCESSCLI() functions are non-blocking and
return only when processing is completed. The PROTOCOLTIMERS()
function (line 4) handles the timers of the TCP/IP stack and the
cHECKOFCoNNECTION() function (line 5) handles the OpenFlow
connection. Finally, the OFCHECKS() function (line 6) alternates
between updating the port statistics, updating the status (up/down)
of ports (both through the out-of-band connection) and checking
entries timeouts (each one executed at most every 1500 ms).

OpenFlow Agent. We detail here the flow table management
behavior of the OpenFlow agent (line 10). The table is stored as an
ordered list of up to 128 entries. Upon receipt of a FlowMod Add
message, the new flow entry is stored directly at the end of the table.
Upon receipt of a FlowMod Delete message, the agent goes through
all entries one by one. If an entry matches the flow deletion request,
it is deleted and the table is consolidated by replacing the removed
entry with the last entry in the table. The process upon receipt of
a FlowMod Modify message is similar, except that matching flow
entries are overwritten with the new received flow.

OpenFlow Pipeline. The DP processing logic (line 11) goes
through the flow entries one by one. If a flow entry matches, only
subsequent entries with higher or equal priority are checked. While
checking if an entry matches the incoming packet, all fields be-
longing to the match structure are considered, independently of
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Figure 3: State-of-the-art approaches fail at providing their
guarantees for low-cost devices. The vertical red line corre-
sponds to the guaranteed latency, zero delay corresponds to
packet loss.

whether another field in this match structure matched or not. If
no flow entry matches, a PacketIn message is sent to the controller.
Otherwise, the counters of the highest priority matching entry are
updated and the corresponding action(s) is (are) performed.

2.3 Why Do QJump and Silo Fail?

We demonstrate the need for a system able to provide guarantees
for low-cost programmable switches by deploying two state-of-the-
art systems for guaranteed latency, QJump [18] and Silo [27], on
the Zodiac FX and Banana Pi R1 switches and by showing that
these systems fail to provide their latency guarantees. We consider
a topology of two switches, both of which have two hosts attached.
Each host sends traffic to its symmetrical counterpart on the other
switch. For making the experiment comparable to the final eval-
uation of Loko (§6), we consider 306-byte packets and configure
17 flow entries on the switches (4 used ones and 13 dummy ones).
For traffic shaping, we use the tc Linux utility with its tbf queuing
discipline [44]. We observe the packet delays of two of the four
flows for 20 runs of 10 seconds using an Endace DAG 7.5G4 card.
Silo. The guarantees provided by Silo [27] are based on an ad-
mission control scheme. In our scenario, with Zodiac FX switches,
Silo would, for example, allow each host to send traffic at a rate of
45 Mbps, with a maximum burst of 306 bytes and would provide
a 146.9 ps latency guarantee for these flows. We describe how we
compute these values in appendix §A. Fig. 3a shows that Silo fails
at providing its guarantees for the Zodiac FX: for this amount of
traffic, the switches drop 92.4% of the packets and 7.6% of the pack-
ets arrive delayed. For the Banana Pi R1, we show in the appendix
that Silo would allow each host to send traffic at a rate of 450 Mbps,
with a maximum burst of 306 bytes and would provide a latency
guarantee of 14.7 ps. Fig. 3b shows that sending this amount of
traffic leads to 87.5% of lost packets and 12.5% of delayed packets:
Silo also fails at providing its guarantees for the Banana Pi R1.
QJump. QJump [18] guarantees a maximum latency of 2nP/R+e€
— where n is the number of hosts, P denotes the packet size, R
represents the link rate, and € refers to the cumulated processing
time - if all hosts send at most one packet during this time period,
i.e., at a rate of at most P/(2nP/R + €). We have n = 4 and P =
306 bytes. For the Banana Pi R1, R = 1 Gbps. The € parameter is
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Figure 4: Our approach for the design of Loko.

not known. If we use the value in [18], i.e., 4 us, Fig. 3d shows that
QJump fails at providing its guarantees: 36.3% of the packets are
lost and 63.7% are late. This shows that a proper modeling of the
processing time of the switches is needed in order to determine
€. This is the gap we address in this paper (§3) for the Zodiac FX.
For the specific case considered (packet size, number of entries)
and with at most two switches between any pair of hosts, we have
€ = 2 X ppx = 257 ps. Fig. 3c shows that, even with this € modeling,
QJump fails: 6.5% of packets are lost and 49.9% are late.

Failure reasons. With the previously described hardware ar-
chitecture in mind, we advocate the following explanations for
the failure of Silo and QJump. First, both approaches assume
that switches can process packets at line rate. For carrier-grade
switches, that is usually correct. For example, the Dell S4048-ON
switch provides a 1080 Mpps throughput [11] and at most 48 ports
X10 Gbps/64 bytes = 938 Mpps can be sent on its input ports. With
four 100 Mbps ports, the Zodiac FX can receive up to 0.781 Mpps
but its throughput can go down to 0.3 Mbps (§3.4), i.e., as low as
586 pps. Similarly, with four 1 Gbps ports, the Banana Pi R1 can
receive up to 7.81 Mpps but, through a setup similar to §3.4, we
evaluated its throughput at around 645 Mbps for 1470-byte packets,
i.e., as low as 59 kpps. Hence, the Zodiac FX and the Banana Pi
R1 cannot always process packets at line rate and must buffer at
the ingress. Second, because of the centralized CPU of small-scale
programmable switches, the processing of packets from a given
port can interfere with other ports. Because carrier-grade switches
can process packets at line rate, Silo and QJump assume indepen-
dent services for each port, while, seemingly, a shared per-switch
service definition is required for low-cost programmable switches.

To summarize, the assumptions of existing approaches that turn
out to be erroneous for low-cost programmable switches are:

— Assumption 1. Switches can process packets at line rate and hence
queuing happens mostly at the egress.
— Assumption 2. Ports do not interfere with each other.

Therefore, our approach for Loko proceeds in three steps
(cf. Fig. 4). First (§3), to avoid Assumption 1, we comprehensively
evaluate the performance of a given low-cost programmable switch.
Second (§4), we use our measurements results to derive a shared
per-switch forwarding performance model based on deterministic
network calculus (DNC) [39, 63], thereby avoiding Assumptions 1
and 2. Finally, in §5, we describe the overall Loko system using
the switch performance model to design a network-wide model for
predictable latency with resource allocation and admission control.

3 STEP 1: SWITCH BENCHMARKING

To realize predictable performance, Loko leverages deterministic
network calculus (DNC) concepts. DNC modeling requires the de-
termination of the worst-case processing time and throughput, for
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Controller DAG Zodiac FX Controller DAG Zodiac FX
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(a) CP setup. (b) With reply. (c) No reply.

Figure 5: (a) CP processing time measurement setup and cor-
responding sequence diagrams for CP messages (b) with re-
ply and (c) without reply.

delay computation, and of the buffer size for packet loss prevention.
In this section we present a measurement-based methodology, along
with its results, to determine these switch performance parameters.

3.1 Ensuring Deterministic Performance

First, we must ensure that all influential factors can be gathered
as benchmarking dimensions. In this section, we cover the influ-
encing factors that cannot be controlled and must be deactivated.
As a single CPU processes all received packets, for CP (resp. DP)
processing, we make sure that no DP (resp. CP) packets are sent
and that the CLI and HTTP server are not used.

The caEckOFCoNNECTION() function (line 5) sends EchoRequest
messages if no CP messages were exchanged for n seconds. We set
n to infinity and consider that the controller checks the liveness of
the OpenFlow (OF) connection.

The OFCHECKS() function (line 6) performs three different opera-
tions every 500 ms (§2.2.2). Fig. 6a shows the processing time of an
EchoRequest over time. We observe spikes every 1.5 s, correspond-
ing to the time needed for the IS to return ports statistics updates
to the CPU. Ports status updates are also fetched from the IS, thus
are costly as well. In order to prevent these interferences, we com-
pletely disable the OFCHECKS() function. First, port statistics are not
needed, as Loko is solely based on a centralized admission control
strategy. Second, we assume a static network topology, thereby not
needing port status updates. Finally, flow timeouts management is
also not needed. Indeed, flow entries are proactively and completely
managed by a controller.

The proTOCOLTIMERS() function (line 4) hence remains the only
source of interference. Its impact will be considered by taking the
worst-case value among our samples.

3.2 Control Plane Processing Time

The architecture of low-cost programmable switches (§2.3) leads to
interferences between the processing of CP and DP packets. We first
consider the CP, an essential component of any programmable net-
work. We describe in this section our measurement-based method-
ology for determining CP processing times and report on its results
for our case study.

3.2.1 Setup. A Ryu-based [10] controller is connected to the
Zodiac FX and a network tap mirrors the frames of this con-
nection to an Endace DAG 7.5G4 measurement card [41] which
timestamps packets upon arrival of the start of frame delimiter
(SFD) [12] (Fig. 5a). We construct two measurement procedures:
for CP messages with reply (e.g., EchoRequest) and for messages
without reply (e.g., FlowMod Add).
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g OF 1.0 M, g avg. + std. dev. [us]
— EchoRequest 90.91 + 1.71
v 10
€ BarrierRequest 91.27 + 1.74
oy FeatureRequest 295.55 + 1.76
04103
£10 DescStatsRequest 187.64 + 1.98
ﬁ GetConfigRequest 91.92 + 1.60
§ 102 PortStatsRequest 125.70 + 1.93
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time [s] FlowStatsRequest* 297.80 % 65.20

(a) Native code impact. (b) CP processing times.
Figure 6: (a) EchoRequest processing time with native code
and (b) processing time of CP messages except FlowMod.

* indicates dependency on the number of flow entries and actions.

CP Messages With Reply. Here, the controller simply sends a
CP message and its processing time pgx can be obtained from Mcp,
the time difference between the DAG timestamps (see Fig. 5b), as

PFX = Mcp — treq — tp+SFD> (1)
where treq is the computed transmission time of the request and
tp+spD is the computed transmission time of the Ethernet preamble
and SFD (8 bytes) sent before the response.

CP Messages Without Reply. Here, we send an additional
BarrierRequest directly after the subject CP message (see Fig. 5c¢).
In this way, the processing time ppx of the subject CP message can
be obtained from the measured delay Mcp, until the BarrierReply
is received as

PFX = Mcp, — treq — PBR — tP+SFD> (2
where treq and tp,spp are computed and pgRr corresponds to the
measured processing time of a BarrierRequest. This is only valid if

the BarrierRequest is received by the Zodiac FX before it finished
processing the subject CP message, i.e.,

Mcp, + tgr < Mcp, — PBR — P+SFD- (3
To ensure this, we implement a Linux fc queuing discipline that
delays OpenFlow CP messages without reply (e.g., FlowMod) until
a subsequent BarrierRequest is sent.

3.2.2  Scenario. For the FlowMod and FlowStatsRequest mes-
sages, we consider flow tables with 1 to 128 entries and 0 to 4
actions per entry. For other messages, based on our analysis of the
OpenFlow agent implementation, we consider an empty flow table
because the processing time is independent of the switch state. We
gather 100 samples for each CP message. For FlowMod and Flow-
StatsRequest, we gather 100 samples for each combination of the
numbers of entries and actions.

3.2.3 Results. Fig. 6b shows that the processing time of the Zo-
diac FX for CP packets is very stable: less than 2 us of standard
deviation. The higher variation for the FlowStatsRequest message
is due to its dependency on the numbers of flow entries and ac-
tions considered. Surprisingly, the Zodiac FX actually outperforms
carrier-grade devices in some cases. For instance, it needs around
92 us to process a BarrierRequest message, while the Pica8 P-3290
and Dell 8132F switches need 100-700 ps [35].

FlowMod Add/Delete/Modify. Fig. 7a shows that the number
of flow entries has no significant impact on the average process-
ing time of FlowMod Add messages: the Zodiac FX always directly
adds new entries at the end of the table. The processing time is
only influenced by the number of actions, as a higher number of
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Figure 7: Average (100 samples per point) processing time of
FlowMod Add/Delete/Modify messages.

Dimension ‘ Values

nb. of entries | 1,17, 33, 49, 65, 81, 97, 113, 128
match type | port, tp-dst, dl-dst, masked-nw-dst, five-tuple, all
action output, set-vlan-id, set-vlan-pep, strip-vlan, set-dl-src,
set-nw-src, set-nw-tos, set-tp-src
used entry | first, last
priorities increasing, decreasing
packet size 64, 306, 548, 790, 1032, 1274, 1516

Table 1: Considered dimensions for the DP processing time.

actions requires copying more data into memory. For FlowMod
Delete/Modify messages, we consider several cases: with or without
the strict option and deleting/modifying all (lines without mark-
ers) or none (lines with markers). Fig. 7b shows that, in general,
the average processing time increases linearly with the number
of entries, reaching up to 2.3 ms for deletion. We further observe
that requests with the strict option are processed faster than with-
out. This is due to the fact that, for strict deletion/modification,
matches only have to be compared bitwise, while without the strict
option, more costly masking operations are required. Further, delet-
ing/modifying all flow entries requires more time than none, as the
switch additionally has to perform the deletion (i.e., consolidate
the table) or modification for each flow entry. The consolidation
operation appears more costly than the modification, as for this
case, processing a Delete request takes more time than a Modify
request. However, when none of the entries match, the FlowMod
Modify message requires the switch to add the entry, which in this
case, leads to a slightly higher processing time for Modify requests.

Outcomes. Given the knowledge of the Zodiac FX state, the
processing time of CP messages is highly predictable, enabling us
to deterministically model it and hence include it in our shared
per-switch model.

3.3 Data Plane Processing Time

As processing time is not negligible for small-scale programmable
switches (§2.3), an important step towards the computation of worst-
case switch traversal times is to precisely quantify the processing
time of DP packets. We present our detailed and comprehensive
measurement methodology and report on its results and insights.

3.3.1 Evaluation Dimensions. Based on the knowledge of the OF
pipeline implementation (§2.2.2), we can identify all the parameters
influencing the processing time of the Zodiac FX. We define them
below, with Tab. 1 reporting the full lists of their considered values.
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Figure 8: (a) DP processing time measurement setup and
(b) corresponding sequence diagram.

- number of entries. More entries means more comparisons. The
maximum number of entries is 128 (see §2.2), so we explore values
from 1 to 128 by steps of 16.

- match type. Since only fields belonging to the match structure
are checked, the number and type of fields in the match structure
impact the processing time of the Zodiac FX. In addition to the
port, tp-dst, dl-dst and masked-nw-dst match types, we consider the
five-tuple (ip-src, ip-dst, tp-src, tp-dst, nw-proto) and all (five-tuple,
in-port, nw-tos, dl-src, di-dst) combinations. Because all fields of the
match are always checked, the way in which an entry does or does
not match (e.g., how many fields fail) has no influence.

- action. Besides the single output action, we consider different
modification actions followed by the output action.

- used entry. Because the switch can avoid checking flow entries
if a match was already found, the position of the matching entry
can have an impact. We consider cases with only one matching
entry: the first or the last one.

- priorities. We consider two different orderings of flow entries:
increasing and decreasing priorities. In the former case, all flow
entries will be checked, while in the latter, entries are not checked
anymore as soon as an entry matches.

- packet size. Many components of delay in a switch are likely to
be proportional to packet size [31].

Because of the centralized CPU architecture, the simultaneous
usage of several ports (including the CP port) also impacts process-
ing time. This will be taken into account by our model by defining
a shared per-switch service (§4). We hence do not include it in our
processing time measurements.

3.3.2 Setup. A Ryu-based [10] controller generates a flow table
according to the selected values of the dimensions. The matching
flow entry is configured to forward to port 2. Using scapy [8], Host 1
(H1) sends packets with the appropriate header fields and packet
size. Packets coming in (port 1) and out (port 2) of the Zodiac FX
are then mirrored using two network taps to the Endace DAG
7.5G4 measurement card (Fig. 8a). The processing time ppx of the
switch can be obtained from the measured Mpp by subtracting the
computed transmission time t, of the packet (Fig. 8b), i.e,,

PFX = Mpp — tp — tp.SFD.- 4

For each possible combination of the different dimensions in Tab. 1,
we measure the processing time of 100 packets in order to reach
sufficient statistical significance.

3.3.3  Results. The results are represented as boxplots in Figs. 9
and 10. Whiskers show the 5% and 95% percentiles and the minimum
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Figure 9: Processing time and throughput of the Zodiac FX
based on the number of entries (left) and packet sizes (right).

and maximum values are shown as crosses. The figures also show
the throughput values covered in §3.4.

Number of Entries. Fig. 9 shows that the processing time in-
creases linearly with the number of entries. In order to show the
whole range of processing time values achieved by the switch, all
the other dimensions are aggregated in the boxplots. We see that
the processing time of the Zodiac FX ranges from around 50 ys to
2.1 ms.

Packet Size. Similarly, because of memory copy operations,
the measured processing time increases linearly with the packet
size (Fig. 9). We observe that the increase is smaller than for the
number of entries, i.e., the latter has a higher impact. For a similar
packet size range, the Pica8 P-3297, Dell S4048-ON and NEC PF-5240
carrier-grade switches have a processing time of around 1-3 ps [6].
Compared to them, the Zodiac FX performs poorly: up to three
orders of magnitude slower. This is in line with our motivational
experiment of §2.3: processing time is not negligible for low-cost
devices.

Used Entry & Priorities. For a single selected case within our
dimensions, Fig. 10a shows that the processing time is the lowest
when the priorities are decreasing and the first entry matches. In
this case, a full comparison against the other entries is not necessary.
For all other cases, the switch compares the packet against each
entry in the table. Compared to Fig. 9, other dimensions are not
aggregated. We see that, in this case, the switch performance is
highly predictable: the processing time variance is negligible.

Match Type. Naturally, as the match structure becomes larger,
the processing time increases (Fig. 10b). For instance, for this se-
lected case, port matching requires around 0.88 ms and all around
1.65 ms. We again observe that the switch performance is pre-
dictable for a specific investigated case.

Action Type. Actions that require the re-computation of L3/L4
checksums are slower (Fig. 10c). For instance, for this selected
case, set-nw-src requires 380 ps while the simple output action is
the fastest with around 322 pus. We observe that the action type
has a much lower impact than the match type: the match type
influences the time needed to check each entry, while the action is
only executed once. As for Fig. 10a and 10b, we observe that the
switch performance is highly predictable.

Outcomes. Our results show that, for a single case among our
dimensions, the processing time of the Zodiac FX is very stable,
enabling us to precisely and deterministically model the DP perfor-
mance. We also see that, for different cases, the performance of the
Zodiac FX can highly vary. Finally, we observe that the processing
time of the switch creates a potential for satisfying the latency
requirements of typical industrial applications, which are on the
order of milliseconds [30].
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Figure 10: (a)-(c) Processing time and computed throughput of the Zodiac FX and (d) processing time of the IS. (a) 17 entries,
five-tuple matching, 790-byte packets and output action, (b) 128 entries, increasing priorities, last entry used, 64-byte packets
and output action, (c) 1 entry, port matching, decreasing priorities, last entry used, 1516-byte packets and output action.

3.4 Data Plane Throughput

As we have shown in §2.3, small-scale programmable devices are
presumably not able to process packets at line rate. In this section,
we present our methodology to quantify the actual rate at which
packets are processed. We detail how this rate can be computed
based on the processing time (§3.3), demonstrate that this computa-
tion is indeed correct, and give insights on the throughput achieved
by the Zodiac FX.

3.4.1 Mathematical Computation. Generally, throughput TP
can be computed from packet size I;, and packet processing time
prx through

TP = lp /PFX- (5)

However, if the switch is able to process several packets simulta-
neously, e.g., through a pipeline, Eqn. 5 becomes a lower bound
on the throughput. The Zodiac FX forms a pipeline composed of
the IS, the link IS-CPU, and the CPU; it can hence process packets
simultaneously. The throughput of the Zodiac FX then corresponds
to the throughput of the bottleneck element in the pipeline. Hence,
we determine the throughput of these three elements.

Through a setup identical to Fig. 8a, we measure the processing
time of the IS (Fig. 10d) by configuring it in L2 learning mode,
hence not using the CPU. The results show a stable processing
time independent of the packet size of p;s = 2.07 us on average.
The IS is never the bottleneck. Indeed, although it is traversed
twice in the pipeline, its maximum processing time corresponds
to a minimum throughput (through Eqn. 5) which is greater than
twice the throughput of the link IS-CPU!. The latter is given by
Ip/(Ip +21) x 100 Mbps, as the link has to transport, besides the p-
byte packet, the 1-byte tail tag, the preamble (7 bytes), SFD (1 byte)
and interframe gap (12 bytes). The throughput of the CPU can be
computed with Eqn. 5. As a result, the throughput can be computed
as

TP = min {l,/pcpu. lp/(lp + 21) x 100 Mbps}, (6)

where
(7)

is inferred from Fig. 11b and t,4; corresponds to the transmission
time of a (I, + 1)-byte packet. We measured prs in L2 learning
mode, which is slower than when it is used with the Zodiac FX
switch [25]. Hence, to avoid taking any too optimistic assumption
for throughput computation, we neglect this term in Eqn. 7. ppx is
obtained from §3.3.

PCPU = PEX — 2PIS — 2PP+SFD — 2tp+1

DPDK IS CPU DPDK
Controller Measurement PC
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Pis 3 tp.spp
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(a) DP throughput setup.

(b) Sequence diagram.

Figure 11: (a) Setup for the measurement of DP throughput
and (b) corresponding sequence diagram.

3.4.2 Empirical Verification.

Setup. We use DPDK [52] and our own modified version of its
pktgen application to generate traffic on one port and to log the
received throughput on another other port (Fig. 11a)?. Fig. 12a
shows the output rate of the Zodiac FX for two specific cases. When
sending not more than the maximum throughput, the CPU is fast
enough to process all packets, and the output rate equals the input
rate. Interestingly, when the transmission exceeds the maximum
throughput, the output rate reduces linearly. This is because, the
CPU sends pause frames if it cannot process all the packets. As
a result, the IS starts buffering the packets. As such, the buffer at
the IS grows, and packets sent back by the CPU might be dropped,
decreasing the throughput. As a result, we use a binary search in
order to find the maximum input rate that can be processed, i.e., to
find the maximum of the curves in Fig. 12a. Due to the precision of
the DPDK sending rate and statistics reports, we use 650 kbps as
the precision for the binary search.

Evaluation Dimensions. For the sake of brevity, we only con-
sider the output action, the five-tuple and port matchings and the
increasing-last and decreasing-first priorities and matched entry
combinations. The numbers of flow entries and packet sizes of
Tab. 1 are all considered.

Results. Fig. 12b shows that Eqn. 5 underestimates the actual
throughput and that the error increases with the throughput. On
the other hand, we observe that Eqn. 6 corresponds closely to the
actual throughput. The relative error remains below 6%.

IThis is not true for very small packets (e.g., 48 bytes). However, in this case, the
throughput of the CPU is lower and the IS is still not the bottleneck.

2The IS is by default configured with “half-duplex back-pressure collision flow con-
trol” [25], a L2 mechanism instructing a device to reduce its sending rate if congestion
happens. To prevent this from forcing DPDK to throttle, we deactivate this feature on
the IS.
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3.4.3 Results. We use Eqn. 6 for all cases of Tab. 1. The results
are shown as blue curves in Fig. 9 and Fig. 10a—c. In Fig. 9, several
cases are aggregated. The corresponding minimum and maximum
throughputs are shown with dashed lines and the average through-
put with a full solid line. Fig. 9 shows that delivery at the line rate
can be achieved only for less than 65 flow entries and packets of
more than 790 bytes. Depending on the scenario, the throughput
varies from less than 1 Mbps to line rate. Fig. 10b shows a bad case,
as the number of installed entries is high (128) and the packet size
is small (64 bytes). We observe that the throughput is very low,
i.e., can be as low as 0.3 Mbps. Reversely, Fig. 10c shows one of
the best cases for throughput, as there is only one rule installed,
and packets are big (1516 bytes). In this case, line-rate throughput
can be reached only for the output, set-dl-src and strip-vlan actions,
while other actions are limited to around 80 Mbps.

Outcomes. We observe that the throughput of the Zodiac FX
can greatly vary, from low values (300 kbps) to line rate. This is
in line with our experiment of §2.3: for low-cost devices, the as-
sumption that packets are always processed at line rate is not valid.
However, these values create a potential for fulfilling the through-
put requirements of typical applications with predictable latency
requirements, which are typically of up to hundreds of kilobits per
second [30].

3.5 Buffer Capacity

Ensuring no packet loss with DNC concepts requires the knowledge
of the maximum number of packets that can be buffered at each
switch. This section describes our methodology and applies it to
our case study.

Setup. We adopt an approach similar to the one proposed in
RFC 2544 [9, 47]. The setup is shown in Fig. 8a. We generate packets
as fast as possible on port 1 of the switch. The switch is configured
by the controller with 128 entries with five-tuple matching and
output action to port 2. As the buffer size surely does not depend on
these parameters, we do not vary them. Using the taps, we monitor
both ports at the packet level. Thereby, we can (i) determine, over
time, the number of packets backlogged in the switch, and (i)
identify when a packet gets lost. The number of packets backlogged
when the first packet gets lost is the buffer capacity of the switch.

Results. All obtained results are consistent with the following
elaboration. The IS does not buffer packets and forwards data di-
rectly to the CPU which has a one-packet receive buffer and 24
buffers of 128 bytes in memory. As a result, the buffer size bpx
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tom, Loko’s approach: the forwarding performance is mod-
eled as a service shared among all ports.
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available at the switch can be computed, based on the packet length
lp, as bpx = 1+ |24/[l,/128]]. This value ranges from 3 packets
for 1516-byte packets to 25 packets for 64-byte packets.

4 STEP 2: SWITCH MODEL

Based on our measurement results, we can now construct an ac-
curate performance model for the switch. In particular, we aim to
derive the service curve of the switch: our approach here is based
on principles from deterministic network calculus (DNC) [39, 63]
(Fig. 13a), the main framework for deterministic network modeling.
As shown in §2.3, because of their architectures based on a central
CPU for packet processing, low-cost programmable switches should
be modeled using a single service curve, rather than using indepen-
dent per-port models, as done by state-of-the-art approaches for
carrier-grade switches (Fig. 13b).

We propose to use a g T service curve. The R and T parameters
intuitively correspond to the worst-case, respectively, throughput
(§3.4) and processing time (§3.2 and §3.3) of the switch for the
considered scenario. This is how the model handles varying traffic
conditions: the entire space is grasped by considering the worst-
case scenario, which has to be determined beforehand based on
the given dimensioning of the network. In order to account for
per-packet delay and not per-bit delay, I/R (where [ is the largest
possible packet size) has to be added to the obtained T value [63]. By
considering that the service is shared among all the different flows
entering the switch, the model automatically takes into account
not only inter-port interferences (and hence possible interferences
of CP packets) but also buffering inside the switch.

For example, consider our case study of the Zodiac FX. If we
investigate a scenario with five-tuple match types, output actions,
packets of 306 bytes, and all other parameters unknown, we have
R =188 Mbps and T = 1.35 ms + [/R = 2.65 ms. Indeed, the
processing time and throughput values for 128 flow entries with
increasing priorities and the last entry matching have to be used, as
this is the worst case. Note that the worst-case for processing time
and throughput can be different. For example, if the packet size is
unknown, then the smallest and largest possible packet sizes have to
be considered for the throughput and processing time respectively.
Note that the processing time and throughput of CP packets also
have to be considered for defining the worst-case values.
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Figure 14: Guaranteed delay and maximum allowed burst
and rate at each switch for two resource allocation schemes
and combinations of packet size and number of flow entries.

5 STEP 3: NETWORK MODEL

Having established the DNC switch model, we now describe how
Loko builds on top of it to define a network model and provide
end-to-end latency guarantees. We consider a proactive scenario
where a routing procedure [20] residing in a centralized controller
is contacted to find a delay-constrained path for a given flow. The
routing procedure relies on a network-wide model for (i) admission
control, (ii) obtaining worst-case delay values, and possibly (iii)
computing cost values for path optimization. In order to avoid
having to reroute already accepted flows, the worst-case delays
provided by the network-wide model (i.e., (ii)) for each switch should
be valid for the whole lifetime of the network, i.e., even if other
flows are added later on. The admission control mechanism (i.e.,
(i) is then responsible for preventing the routing procedure from
using a switch if this violates the provided delay bound or if it can
lead to buffer overflow.

Loko achieves this by using a resource allocation algorithm that
determines the maximum allowed token-bucket parameter values
(burst size b and rate r) for each switch. In conjunction with the ser-
vice curves of the switches (see Fig. 13a), this defines the worst-case
delay for each switch (for (ii)). The admission control then rejects
a flow if adding it to the currently used token bucket parameters
exceeds the allocated maximum values. That requires applications
to always comply with their requested burst and rate parameters,
which is typically the case for industrial applications [30]. The ad-
mission control ensures that the per-switch worst-case delays are
never violated and valid for the whole lifetime of the network.

For example, consider our case study of the Zodiac FX and a
scenario where all flow entries match on five-tuple and have a single
output action. Considering the worst-case of increasing priorities
with the last entry matching, this defines a g 1 service curve for
each packet size and number of entries combination. Fig. 14 shows
two different resource allocation strategies (referred to as full-rate
and fifth-rate) and how they lead to different delay, burst and rate
values depending on the number of flow entries and packet sizes.
In Fig. 14a, the full rate R of the service curve is allocated, and the
maximum burst is chosen so that no buffer overflow occurs, i.e., the
maximum backlog computed through DNC is equal to the buffer
capacity. White areas show cases where this is infeasible. That is,

17 49 81 113
number of flow entries
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Figure 15: Performance of Silo [27], QJump [18] and Loko.
Only Loko provides predictable latency.

Service curve ‘Res. all. max. rate max. burst max. delay

R = 11.8 Mbps | full-rate 11.8 Mbps  2.02 kB 1.86 ms
T =0.46 ms |fifth-rate 2.37 Mbps ~ 2.32 kB 2.07 ms
Table 2: Loko configuration for the final evaluation.

while the switch can handle such high throughput, the maximum
burst has to - in order to avoid buffer overflow - be lower than
the considered packet size, which is not possible. In order to avoid
such cases, one can rather assign a fraction of the service curve
rate. Indeed, network calculus establishes that making the rate r
smaller leads to a lower maximum backlog b + rT and hence allows
to increase the maximum allowed burst b (see Fig. 13a). Doing so,
the total burst that can be accepted is higher at the price of a lower
total maximum rate. Fig. 14b shows an exemplary allocation where
the maximum rate is fixed to one fifth of the throughput of the
switch. The resource allocation algorithm has to make such an a
priori decision between delay, buffer and rate at each switch. We
later only consider the two strategies shown in Fig. 14.

6 LOKO EVALUATION

In this section, we empirically verify Loko and its underlying mod-
eling with a proof-of-concept implementation with the Zodiac FX.
We send several traffic flows through a network of switches and
verify that guaranteed delay bounds are not violated and that no
packets are lost. Fig. 15 shows the main result: with a setup identi-
cal to the scenario considered in §2.3, Loko successfully provides
latency guarantees, while state-of-the-art approaches fail. Because
DNC is known as a conservative approach, we further quantify
the overprovisioning of the modeling, i.e., how much additional
traffic we can send until delay violations or packet losses actually
happen. Finally, through simulations, we show that the network
utilization and rejection rates achieved by Loko allow to support
typical industrial applications with latency requirements and that
they scale to network sizes typically seen in industrial scenarios.

Loko Configuration. We consider five-tuple matching, output
action, increasing priorities, last entry matching (as this is the worst-
case), 306 bytes packets (typical for industrial scenarios) and 17
flow entries (as our experiment consists of four flows). For this
case, the switch service curve is given by R = 11.8 Mbps and
T = 257 pus + I/R = 464 ps. Tab. 2 shows the corresponding max-
imum rates, bursts and per-switch delays for the two different
resource allocation schemes. As our main goal is to show that Loko
works and that guarantees are indeed fulfilled, we focus on a sim-
ple configuration for our experiments. While the specific values
of the bandwidth and delay in other configurations are different
(in accordance with Fig. 14), the qualitative behavior of the system
remains the same.
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6.1 Measurements: Proof-of-Concept

Network Setup. We interconnect two Zodiac FX switches and
connect each of them to two hosts (Fig. 16). This corresponds to the
scenario investigated in §2.3. For simplicity, we consider a symmet-
rical scenario where both switches receive flows with arrival curves
a1 and ay on their ports 1 and 2 respectively. This traffic is then
forwarded to ports 3 of the switches, and then further forwarded
by the other switch to the corresponding symmetrical hosts. The
controller proactively adds these flow entries and places them at
the end of the table (with increasing priorities). To account for run-
time programmability, we further consider a given traffic acp from
the controller which does not generate DP traffic but potentially
generates a CP response (e.g., EchoRequest). As a result, the total
traffic entering both switches is given by a1 + a2 + af + a; + acp
where af = ¥y, p,+r,;p Vi € {1,2}, where D is the worst-case delay
of the switch as computed by the resource allocation algorithm
(leftmost heatmaps in Fig. 14). We then define rq, b1, rz and by such
that the total amount of bursts and rates entering the two switches
are accepted by Loko (four rightmost heatmaps in Fig. 14). Several
rate and burst distributions are possible. For simplicity and to be
able to conduct a parameter-based study, we define N via by = Nby
and r; = Nry. This leads to

R—rcp
2N +2°

_ B —bcp —raD(N + 1)
- 2N +2 ’

We consider that the controller sends cpps EchoRequest packets per
second. That is, rcp = bcp X cpps and bep = 66 bytes if cpps # 0,
bcp = 0 otherwise.

Traffic Generation. In terms of delay and packet loss, the worst
case occurs when all the allowed bursts arrive at the same time at
a switch. To maximize the probability of this to happen, we use
mgen [37] to generate randomly separated bursts at line rate and
the Linux tc utility and its tbf queuing discipline [44] to shape these
bursts so that they follow the computed token-bucket parameters
(Eqn. 8). We further define the rate multiplier m, and the burst
multiplier my, to adjust the sending behavior of the hosts. Values
greater than 1 imply that the hosts send more than allowed by Loko.

Delay Measurement. Through a setup similar to Fig. 8a, we
measure the end-to-end delay of each packet for the two a; flows
between H1 and H3. We then compare the observed delays to
the guaranteed latency 2D (as each flow traverses two switches):
3.72 ms for the full-rate allocation strategy and 4.13 ms for the
fifth-rate strategy. The traces allow to detect packet losses.

Plots. We plot the packet delays for different parameter combi-
nations as boxplots. The whiskers correspond to the 1% and 99%
percentiles. The minimum and maximum outliers are shown as
crosses. Each boxplot corresponds to the delays observed for 30
runs of 10 seconds, i.e., for a total of 5 minutes, and between 150k
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Figure 17: fifth-rate allocation with cpps = 0 and N = 2.

and 2M packets observed depending on the case, which we believe
is sufficient for statistical significance. A red horizontal line identi-
fies the delay guarantee and a black horizontal line the minimum
possible delay based on processing time. The packet loss rate for
the 30 runs is further shown in blue. Empty bullets identify cases
for which no packets were lost, and full blue bullets identify packet
loss.

6.1.1 Infeasibility of Some Scenarios. Because of our predefined
setup, some cases can be infeasible, i.e., lead to per-flow burst values
which are lower than the considered packet size. Indeed, since we
have four flows sharing the burst allocated by the resource alloca-
tion algorithm, more infeasible cases than in Fig. 14 can happen.
This is just a property of our simple evaluation setup and is unre-
lated to Loko and its models. The infeasible cases arise because the
Zodiac FX buffer is a scarce resource. We always consider 306-byte
packets and 17 flow entries because this scenario is always feasible.

6.1.2 fifth-rate Resource Allocation. We first consider the fifth-
rate resource allocation scheme (Fig. 14b), do not send CP traffic
(cpps = 0), and use N = 2.

Impact of Sent Rates. Sending only the allowed bursts (m;, =
1), Fig. 17a shows the packet delays and packet loss rates observed
for different rate multiplier values (m,). We see that when the Loko
admission control is respected (m, = 1), no packets are lost, and the
delay guarantee is not violated. Increasing m,, we observe losses
starting from m, = 5. Then, the loss rate increases, e.g., to around
60% for m, = 11. We do not observe any delay violation.

Impact of Sent Bursts. With m, = 1, i.e,, sending only at the
allowed rate, Fig. 17b shows the packet delays and packet loss
rates observed for different values of my. Again, when the Loko
admission control is respected (m = 1), we observe no packet loss
and no delay violations. Starting from mj, = 4, we observe packet
loss, even though less than for m, > 1 (Fig. 17a). This is because
reaching the throughput limit is easier than reaching the buffer
capacity limit. Indeed, since a burst is an instantaneous event, the
buffer capacity of the switch is challenged only when the bursts
are synchronized, which is probabilistically rare. We also observe
that m, must be increased more in order to observe losses. This
is because we are using the fifth-rate resource allocation scheme.
While losses could have happened for 1 < m, < 5, the limit was the
buffer capacity, which was not reached because bursts were never
synchronized. Reaching m, = 5, since a fifth of the real throughput
was allocated, the throughput of the switch also becomes the limit,
which leads to more packet losses (and even larger delays).

6.1.3 full-rate Resource Allocation. We now consider the full-
rate resource allocation scheme (Fig. 14a) without CP traffic (cpps =
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Figure 18: full-rate allocation with cpps = 0 and N = 0.
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Figure 19: full-rate allocation with N = 0, m; = 0.95 and
mp = 1.

0). In this case, the allowed burst is smaller and hence the infeasi-
bility problem mentioned in §6.1.1 is exacerbated. As a result, we
now consider N = 0, thereby effectively having only two flows.

Impact of Sent Rates. With mj, = 1, Fig. 18a shows the results
for different values of m,. Because of our 6% error in throughput
computation (§3.4.2), we observe losses for m, = 1. Using m, = 0.95
allows to account for this error: we then observe no packet loss.
Compared to Fig. 17a, we see that packet losses happen earlier,
i.e., when increasing the sent rate by 5% only. This is because we
allocated the full throughput of the switch: again, in practice, the
throughput limit can be reached faster than the buffer limit. In
contrast, with the fifth-rate allocation, while an increase by 5%
can theoretically fill the buffer, we do not observe loss because
such cases are rare in practice. We also observe delay violations for
my = 1.45.

Impact of Sent Bursts. With m, = 0.95, Fig. 18b shows that
delays increase with m; and packet losses happen starting from
my, = 3: again, practically reaching the buffer capacity is probabilis-
tically rare and hence happens for bigger values. We also observe
delay violations starting from my;, = 7.

6.1.4 CP Interference. With the full-rate strategy and for m, =
0.95 and my, = 1, we introduce CP traffic. Fig. 19a shows the result
for different values of cpps without including the CP traffic in the
model. We observe losses starting from cpps = 450. Fig. 19b shows
the same scenario but with cpps = 750 included in the modeling.
We observe that this prevents losses to happen until ¢pps = 750,
thereby successfully modeling the presence of interfering CP traffic.

6.2 Simulations: Scalability and Utilization

In order to assess the scalability, network utilization and rejection
rates achieved by Loko, we run a simulation of its admission control.
We consider a ring network, a typical industrial network topology.
The scalability of Loko depends only on the burst increase of flows
at each hop. Hence, Loko does not scale with the network size, and
we consider a constant ring size of 31 switches. For a given path
length [, ranging from 0 (source and destination are attached to

CoNEXT 19, December 9-12, 2019, Orlando, FL, USA

Max. rate: 97% 100%100%100%100%100%100%
Max. burst: 15% 25% 34% 44% 53% 64% 76%

Max. rate: 49% 41% 32% 25% 17% 8.4% 8.4%
Max. burst: 89% 100%100%100%100% 85% 99%

100 e e oo [0 1001 s =
< H fo] o o
D & 2 = 4 102
=75 = 2 o =
2 = g ¢ =
= % =
) 5 550 5 S
g 2% 3 &l ' K
2, s 2. g IS)
g2 i e ERE 2
Q ﬂ)
x x x x c

0 & 0= 0 0

0 5 10 15 20 25 30 0 5 10 15 20 25 30

max. path length [ max. path length [

(b) Artificially inc. buffer size.
Figure 20: Loko scales to path lengths typical of industrial
scenarios (~5 hops). Artificially increasing (10x) the buffer
capacity of the Zodiac FX (20b) allows to reach the maximum
theoretical network utilization (11.8 Mbps, see Tab. 2).

(a) Medium-sized flows.

the same switch) to 30 hops, we generate 100 flow requests from
a random source node to the node / hops away. The flows have
750 kbps to 1 Mbps bandwidth requirements, corresponding to
typical demands observed in traces from a wind park network from
a worldwide industrial operator [30]. The burst of a flow always
corresponds to one packet size, i.e., 306 bytes. We use the full-rate
resource allocation scheme. The delay guarantees of flows are given
by DX(I+1), where D = 1.86 ms is the per-switch latency guarantee
(Tab. 2). For paths of 30 hops, this corresponds to around 56 ms,
which is on the order of typical latency requirements [30]. We run
1000 simulations for each different path length [.

We then evaluate the fraction of accepted flows and report the
total rate utilization of each switch (which actually corresponds
to the network utilization). For each path length, boxplots and
outliers show the achieved rejection rates and the utilization for
each of the 31 switches over 1000 runs. The whiskers of the boxplots
identify the 1% and 99% percentiles. We also show the burst and
rate utilization (with respect to the maximum values defined by the
resource allocation algorithm — see Tab. 2) of the bottleneck switch.

Fig. 20a shows that the maximum switch capacity can never be
reached (only up to 49%, i.e., 6 Mbps). Because of the small buffer ca-
pacity of the Zodiac FX, the maximum burst allowance is always the
bottleneck and the reason for rejecting flows. We observe that Loko
can scale up to around 5 nodes, a typical maximum path length in a
medium-sized industrial network [30]. The rejection rates increase
with the path lengths because, as per network calculus, a flow con-
sumes more buffer resources at each hop it passes (the green curve
in Fig. 13a has a higher burst than the red curve). In order to further
evaluate the impact of the buffer capacity, we now hypothetically
assume a switch with a 10 times larger buffer capacity. Now, flows
are rejected because of reaching the throughput capacity of the
switch, i.e., 11.8 Mbps in this scenario (Fig. 20b). As a result, though
the rejection rates still increase with the path lengths, the network
utilization stays mostly around its maximum value. This artificial
scenario shows that while Loko can, in principle, realize the max-
imum throughput of the Zodiac FX switch, the small size of the
switch buffer causes rejection of flows to avoid buffer overflow,
preventing Loko from reaching the full throughput.

6.3 Outcomes

We observe that, if the admission control of Loko is respected, no
packets are lost and delay violations do not occur. We also see that
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packet loss and delay violations can indeed happen if hosts send
more than allowed. We further show that interfering CP traffic can
also lead to DP packet loss and that Loko is able to incorporate
this in its modeling in order to provide its guarantees even in the
presence of CP traffic. Finally, we show that the bounds, network
utilization and scalability achieved by Loko satisfy the requirements
of existing industrial applications. As such, Loko successfully
provides deterministic latency guarantees for low-cost pro-
grammable switches serving industrial applications, even in
the presence of interfering CP traffic.

7 DISCUSSION

While we demonstrated Loko for the particular case of the Zodiac
FX, we discuss the question whether it generalizes to other switches.
In principle, Loko can apply to any switch that processes packets us-
ing a centralized CPU. There is a single requirement: the processing
of the CPU must be deterministic, which is for instance not the case
for OS-based processing. In such cases (e.g., the Banana Pi R1 and R2
and the new Zodiac GX), the OS and other processes can interfere
with packet processing. However, note that alternatives, such as
core pinning, exist and might provide performance determinism.
For instance, packet processing frameworks like DPDK, which are
assigned a complete CPU core, could be used: there, execution is
isolated on a separate core and not disturbed by the kernel running
on the other cores. Further work is needed to assess the perfor-
mance predictability of DPDK or of a lightweight network driver
bypassing the OS kernel. This opens a broad range of applications
as DPDK-based implementations for network functions are more
and more common, because they provide greater performance.

Furthermore, while we focused our implementation on an
SDN/OpenFlow switch, our approach is not tied to these technolo-
gies. The only requirement is to have a programmable forwarding
behavior. For example, a newly released firmware of the Zodiac
FX supports P4. This could also be modeled and used by Loko. On
the other hand, we highlight that Loko is designed for and tailored
to low-cost low-capacity switches and, hence, could not be used
for commodity networking hardware; such devices do not exhibit
inter-port interferences due to centralized CPU processing.

Typically, latency-critical applications require safety, reliability,
and ability to operate in harsh environments (e.g., high tempera-
tures, dust, or humidity). We did not consider such aspects. Our
work is a first step toward showing that low-cost switches can be
used, at least from a networking performance point of view, for
providing predictable performance. The analysis and evaluation of
other aspects (e.g., the MTBF of the switch) are left for future work.

Finally, we highlight that Loko only supports applications with
clear and constant network resource requirements in terms of token-
bucket burst and rate parameters. The incorporation of rather un-
predictable traffic (e.g., TCP or video streaming) or of traffic which
does not require any latency guarantees, requires the design of
isolation mechanisms that would prevent such applications to inter-
fere with (or use resources of) applications with strict requirements,
which also constitutes an interesting topic for future work.

Van Bemten et al.

8 RELATED WORK

Our work builds on a rich literature on network measurements
and modeling. Both the control plane [22, 36, 38, 53] and data
plane [7, 13, 15, 24, 28] performance of programmable switches
have been investigated. Whereas these studies are consistent with
our analysis of carrier-grade switches in §2.3, the prior work does
not consider low-cost devices. Numerous models have been pro-
posed for characterizing the behavior of programmable devices.
While stochastic models based on queuing theory [28, 45, 46, 58, 66]
or stochastic network calculus [26, 42] have been studied, these
only provide statistical guarantees. Deterministic models have also
been studied [4, 17, 33, 40, 50, 65]. However, they all assume the
existence of a service curve defining the switch performance, a gap
which we are filling for low-cost low-capacity devices.

In the area of performance guarantees, many efforts are oriented
towards cloud networks and try to provide bandwidth guaran-
tees [5], work conservation [57], inter-tenant fairness and isola-
tion [51] or a combination of them [23, 29, 43, 56]. These approaches
do not provide latency guarantees. Some works focus on low la-
tency [2, 3, 21, 23, 62, 67] but they minimize average latency or re-
duce its tail based on the set of flows in the network, rather than pro-
viding delay guarantees through appropriate admission control. A
few recent efforts also attempt to provide predictable latency and de-
lay guarantees in shared network environments [18, 19, 27, 32, 34].
These are the works closest to Loko. Unlike Loko, they all rely on
assumptions that turn out to be invalid for low-cost devices and
hence, as we show for Silo [27] and QJump [18] in §2.3, fall short
to provide guarantees in such scenarios.

9 CONCLUSIONS

This paper presented Loko, a system providing predictable end-
to-end latency without packet loss using low-cost programmable
switches. Beside illustrating the correctness of Loko’s operation, our
results convey two main messages. First, low-cost devices should
not be underestimated, as minimal but tailored implementations
are sufficient to provide predictable performance: guaranteed per-
formance and simple programmability are not mutually exclusive.
Second, low-cost devices require precautions to take: traditional
assumptions can become wrong and invalidate existing theories.
In general, we view our work as a first step and believe that it
opens several interesting avenues for future research around tai-
lored implementations on low-cost devices such as DPDK-based
packet processing on multi-port NICs.
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A SILO GUARANTEES FOR OUR SCENARIO
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Figure 21: Silo’s concepts of queue bound and queue capac-
ity [27] for port i.

The guarantees provided by Silo [27] are based on an admission
control scheme. It relies on the concepts of queue bound and queue
capacity, defined for each port i.

o The queue bound p; is the maximum queuing delay that can occur
at a port i. If the total rate r; sent to port i is greater than its
output rate R;, it is infinite. Otherwise, it is computed by dividing
the total burst b; sent to the port by the port rate R;, i.e.,

0o if ri > Rj,
i = . 9
pi { bi/R; otherwise. ©)
The queue bounds are dependent on the traffic in the network.

e The queue capacity c; is the maximum queuing delay that can
occur at a port i before packets are dropped. It is computed by
dividing the port buffer capacity B; by the port rate R;, i.e.,
Bi

= —. 10
2 (1)

The queue capacity is independent of the traffic in the network.

Ci

These concepts are illustrated in Fig. 21 for a given port i.

A new flow is accepted on a given path if the queue bounds on
the output ports of this path are all lower than the corresponding
queue capacities [27], i.e., if

pi <c¢i Vi € path. (11)

Then, the latency guarantee L of the flow corresponds to the sum
of queue capacities over the path of the flow [27], i.e.,

L= Z ci. (12)

iepath

The sum r; of the rates at a port simply corresponds to the sum
of the rates of all the flows going through this port.

The sum b; of the bursts at a port corresponds to the sum of
the bursts generated by the individual flows flowing through this
port. At its first hop, the burst generated by a flow corresponds to
its original burst. At each subsequent hop, this burst is increased
by the rate of the flow multiplied by the queue capacity c; of the
previously traversed port [27].

Zodiac FX. With 306 bytes packets, as measured in §3.5, the
Zodiac FX has a total buffer size of 9 packets, i.e., 3 per data port.
This leads to the following queue capacity at each port

_ 3X306 bytes

;= =73.4ps, Vi 13
i 100 Mbps s v (13)
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Over our two-hop network, accepted flows receive the following
guarantee on latency

L=2Xc; =146.9 ps. (14)

Silo would allow each host to send traffic at the rate of 45 Mbps
and with a maximum burst of 306 bytes. Indeed, the generated
queue bounds p; are all lower than the queue capacities c;. The
ports between the switches transport two flows with their original
burst. That is, the queue bound for these ports is given by
_ 2x306 bytes
Pi= 7700 Mbps
The ports connected towards the hosts only transport one flow, but
with the burst increased by an already traversed output port. Hence,
for output ports connected to hosts, the queue bound is given by
_ 306 bytes + 45 Mbps X 73.4 us
- 100 Mbps
Both these queues bounds are lower than the queue capacities c;,
i.e,, we indeed have p; < ¢; for all ports i.

Banana Pi R1. For the Banana Pi R1, computations must be
adapted to account for the 1 Gbps link rate supported by the switch.
We consider the same buffer size as for the Zodiac FX: the queue
capacity is given by

=49.0 ps. (15)

= 57.5 ps. (16)

pi

3 X306 bytes

i = =17.34 17
Ci 1 Gbps Hs (17)

and the guaranteed latency by
L=2Xc; =14.7 ps. (18)

Silo would allow each host to send traffic at the rate of 450 Mbps
and with a maximum burst of 306 bytes: the queue bounds they

generate is
_ 2X 306 bytes

pi= 1 Gbps
for the ports connecting switches (the first burst of two flows) and
306 bytes + 45 Mbps X 7.34 us

- 1 Gbps
for the output ports connected to hosts (the burst of one flow in-

creased by one hop), both of which are lower than the queue ca-
pacities c;, i.e., we indeed have p; < ¢; for all ports i.

=4.90 us (19)

=5.75 us (20)

i
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