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Abstract—To meet their stringent requirements in terms of performance and dependability, communication networks should be “well connected”. While classic connectivity measures typically revolve around topological properties, e.g., related to cuts, these measures may not reflect well the degree to which a network is actually dependable. We introduce a more refined measure for network connectivity, the hazard value, which is developed to meet the needs of a real network operator. It accounts for crucial aspects affecting the dependability experienced in practice, including actual traffic patterns, distribution of failure probabilities, routing constraints, and alternatives for services with preferences therein. We analytically show that the hazard value fulfills several fundamental desirable properties that make it suitable for comparing different network topologies with one another, and for reasoning about how to efficiently enhance the robustness of a given network. We also present an optimised algorithm to compute the hazard value and an experimental evaluation against networks from the Internet Topology Zoo and classical datacenter topologies, such as fat trees and BCubes. This evaluation shows that the algorithm computes the hazard value within minutes for realistic networks, making it practically usable for network designers.
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I. INTRODUCTION

Communication networks have become a critical infrastructure of our digital society, as also highlighted during the ongoing pandemic. In order to meet the resulting stringent requirements, networks should be “well connected”. However, defining the notion of connectivity is challenging: while classic measures, related to cuts [26], number of disjoint paths [3], expansion [1], [35], or even risk management [36], provide interesting insights into the topological robustness of a network, they do not account for several additional aspects which matter in practice, and their usefulness may hence be limited in specific scenarios.

We identify the following aspects of availability and dependability to be of relevance to network service providers, and aim to develop a more general notion of connectivity that takes these aspects into account:

- **Traffic patterns.** Traffic patterns over a large network are often skewed in practice. Certain endpoint pairs may need to communicate much more frequently, or more reliably, than others. For example, in datacenters, traffic matrices are often sparse [4], which implies that not all endpoint pairs are equally important from a connectivity point of view.
- **Distribution of failure probabilities.** With the increasing scale of communication networks, failures are becoming more likely [16]. These failures may either occur randomly or depend on each other, e.g., in shared risk link groups [31]. A practical connectivity measure should hence account for link failures and reflect the likelihood of corresponding failure scenarios and their effect on the connectivity within the network.
- **Routing constraints.** Routing paths in networks are often constrained, for example due to network policies and business considerations [22], or due to the type of routing mechanism that is being used. These constraints may limit the connectivity within a network, even though the underlying physical network may be highly connected.
- **Alternatives for service and preferences therein.** Networks often come with choice. First, services are typically offered at multiple places, which is for example leveraged by DNS anycast; other examples include key-value stores which allow for replica selection and content distribution applications [25], [33]. Redundancy may also be offered in terms of different routes from a given entry point to a given exit point, in terms of alternative entry and exit points, or because a client requesting a traffic flow is connected to multiple nodes. Given such alternatives, network operators and their clients may have a preference for one alternative over another. Using a different alternative may influence the value of the service.

A. Operator’s Distributed Datacenter

As a use case and running example throughout this paper, we consider a geographically distributed datacenter which we obtained from our collaboration with a network operator[1] see Figure [1]. The network consists of two sites, where each site relies on a 3-level topology. The two sites (visually separated via the dashed vertical line) are connected via two wide-area links (using a Layer-2 network, so services/VMs can be migrated transparently). In the lowest level of the left site are the leaf switches $l_i$, in the middle level the spine switches $s_i$, and at the top the datacenter edge router $c$.  

[1]Namely NORDUnet, a network operator in the Nordic countries.
As an output, the hazard value returns the expected percentage of the total service weight that is lost due to connectivity problems arising from node or link failures and routing constraints.

A network operator can use the hazard value to compare different options to fortify a network. By comparing the hazard value for different network topologies (e.g., adding redundant links or nodes), routing strategies (e.g., enforcing valley freedom or not), and measures that influence failure probabilities (e.g., choosing more reliable hardware), one can make quantitative statements about how much a certain fortification is expected to improve the dependability of a network.

In order to verify that the hazard value provides a suitable metric for this purpose, we start out by proving a number of desirable mathematical properties:

- it is a topological notion, meaning that isomorphic graphs have equal hazard value;
- it is a compositional notion, in that the hazard value for a given set of service weights is the same as the weighted sum of the hazard values for each of the individual service weights;
- it is monotonically decreasing when introducing additional links, and monotonically increasing when tightening the routing restrictions (adding link redundancy or removing routing restrictions decreases the hazard);
- it is not strictly monotone, as the removal of links or nodes that are not used to achieve any of the serviced connections, does not affect the hazard value;
- it increases when independent sources of failure are added to the failure model;
- and finally, the hazard value is a generalization of traditional connectivity, as assuming a non-zero service weight between all pairs of nodes, and assuming that there is no probability of failure, leads to a hazard value of 0 if and only if the network is totally connected.

As a second step in verifying the usefulness of our metric, we perform a number of experiments. We present an efficient way to compute the hazard value by restricting the enumeration of failure scenarios to only those cuts that can disconnect maximally rewarded pairs of nodes, and considering subsets of those cuts for refinement of the approximation. Even though we show that already deciding whether the hazard value is equal to 0 is (in the worst-case) NP-hard, our
algorithms renders the hazard value computationally feasible for realistic scenarios from the Internet Topology Zoo database [23] as well as some classical datacenter topologies including fat-tree [6] and BCube [18]. The performance is particularly good if we consider failure probability distributions in which all link failures are independent and the maximum number of link failures is restricted. However, our theory is developed for any probabilistic distribution of failures that includes node failures, shared-risk link groups as well as chained failures.

### II. Preliminaries

We view a network as a directed (multi-)graph, in which the vertices represent nodes of the network and edges represent links from one node to another.

**Definition 1 (Network).** A network is a directed (multi-)graph $G = (V, E, \text{src}, \text{dst})$ consisting of a finite set of nodes (vertices) $V$, a finite set of links (edges) $E$, a source mapping function $\text{src} : E \rightarrow V$ and a target mapping function $\text{dst} : E \rightarrow V$.

We regard a network as a service that provides connectivity between nodes to tenants (henceforth simply called customers) by choosing a path from some node $s$ (the source), to a node $t$ (the target).

**Definition 2 (Path).** Given a network $G = (V, E, \text{src}, \text{dst})$, a path is a sequence of links $\sigma = \sigma_1 \sigma_2 \ldots \sigma_n \in E^+$ where $|\sigma| = n$ such that $\text{dst}(\sigma_i) = \text{src}(\sigma_{i+1})$ for all $i$, $1 \leq i < |\sigma|$.

The set of all paths of a graph is denoted by $\text{Paths}$.

- A path $\sigma$ starts in node $s \in V$ if $\text{src}(\sigma_1) = s$ and it ends in node $t \in V$ if $\text{dst}(\sigma_1) = t$. We write $\text{Paths}(s,t)$ for the set of all paths that start in $s$ and end in $t$.
- A path $\sigma$ traverses a link $e$, written as $e \in \sigma$, if there is $i$, $1 \leq i \leq |\sigma|$, such that $\sigma_i = e$.
- A path $\sigma$ visits a node $v$ if there is an $i$, $1 \leq i \leq |\sigma|$ such that $\text{src}(\sigma_i) = v$ or $\text{dst}(\sigma_i) = v$.
- A path $\sigma$ is simple if it visits any node $v \in V$ at most once.

In a network with routing policies, the number of paths that are available for connecting two nodes is often restricted by the routing mechanisms, and perhaps by other routing policies as well. Instead of describing the routing mechanisms that are used in a network explicitly, we abstract from the precise technology and assume the possible routes through a network are given simply as a subset of all paths.

**Definition 3 (Routing language).** Given a routing language $R \subseteq E^+$, i.e. a set of allowed routes, we say an entry point $v$ can be routed to an exit point $w$ if there exists a path $\sigma \in R \cap \text{Paths}$ from $v$ to $w$.

When we consider the actual computation of the hazard value, we usually find that realistic routing scenarios can be captured as regular expressions over $E$. For example, to describe that all routes in a network must traverse some link $e$, we can write $R = E^+ \cdot e \cdot E^+$. Similarly, to describe that all routes in a network must traverse some node $n$ (e.g. a firewall or other waypoint), we can write $R = E^+ \cdot \left( \sum_{n=\text{dest}(e)} e \right) \cdot E^+$.

In our experimental section, we consider connectivity in the topology of a large set of real-world networks (the Topology Zoo [23]), to which we apply additional constraints of 0, 1 or 2 waypoints (with 0 waypoints corresponding to pure connectivity). We also consider service chaining in those networks, where two given nodes must be visited in a predefined order. All such path constraints can be defined using regular expressions.

**Definition 4 (Failures).** Given a set $F \subseteq E$ of failed links we write $\text{Paths}^F$ for the maximum set of paths that do not traverse any edge from $F$.

We treat failures in a probabilistic fashion, assuming that there is a distribution function that determines the likelihood of a certain set of failures occurring at the same time.

**Definition 5 (Distribution of failure probabilities (DFP)).** A distribution of failure probabilities or DFP is a probability distribution $\phi : 2^E \rightarrow [0,1]$ that assigns a likelihood $\phi(F)$ to each possible set of failed edges $F \subseteq E$, such that $\sum_{F \subseteq E} \phi(F) = 1$.

In our experiments, we assume that all link failures are independent and have a probability $p = 0.01$ of occurring. This gives rise to the distribution

$$
\phi_p(F) = p^{|F|}(1-p)^{|E|-|F|}
$$

where $|H|$ denotes the number of links in a set $H \subseteq E$. However, the theory is developed for arbitrary probability distributions. Furthermore, we consider the independent failure of links under the condition that at most $k$ failures occur in total, which (according to Bayes’ theorem) is given by

$$
\phi_k^p(F) = \frac{p^{|F|}(1-p)^{|E|-|F|}}{\sum_{|H| \leq k} p^{|H|}(1-p)^{|E|-|H|}}
$$

when $|F| \leq k$.

In Section [IV] we discuss how independent causes of failures, each with their own distribution, can be convoluted into a combined failure distribution, and how the hazard value which we define in Section [III] is compositional with respect to this convolution.

### III. Definition of the Hazard Value

We shall now define the connectivity requirements, provide a formal definition of the hazard value and instantiate the definition to our running example.

#### A. Connectivity Requirements

Considering a network as a service, a customer (or tenant) may express a demand $X$ for connectivity and assign a certain weight $w$ to (or offer a reward for) the connection of a pair of nodes $(s,t)$ that satisfy this demand. The weight then indicates the importance of having that demand met through a route
from $s$ to node $t$. In this paper we denote this by $W_X(s, t) = w$. In the face of failures, it may be possible that the missing connectivity between $s$ and $t$ can be replaced by sending the traffic from an alternative source $s'$ to an alternative target $t'$. The customer may also specify a weight $w'$ for such alternative connections, usually smaller than the weight $w$ if the customer has a preference for the original connection. This ultimately leads to a function $W_X: V \times V \rightarrow \mathbb{R}^{\geq 0}$ representing the demand reward of $X$.

In our running example, the Internet traffic generated at one of the leaf nodes $l_i$ is intended to be delivered to core $c$, but can alternatively also be delivered to core $c'$. Hence for every $i$ where $l_i$ is a leaf node we define the demand reward as $W_i(x, y) = 3$ if $x = l_i$ and $y = c$ or $y = c'$, and $W_i(x, y) = 0$ elsewhere. The value $3$ is the weight of having such a connection (the higher the value the higher is the importance of having the connection).

Given a weight function $W_X$, the network operator attempts to maximize the weight by providing the best possible route. For an implemented route $\sigma \in E^+$ starting in $v$ and ending in $v'$, we overload notation and simply define $W_X(\sigma) = W_X(v, v')$ to denote the weight associated with the start and end point of $\sigma$. For implementing a set of routes $S \subseteq E^+$, the obtained weight for a customer $X$ is then written as $W_X(S) = \max_{\sigma \in S} W_X(\sigma)$. Given a routing language $R$ in the face of a failure scenario $F$, the obtained weight for $X$ is then $W_X(R \cap \text{Paths}^F)$.

Finally, a network may serve multiple customers, or multiple demands from the same customer. In our running example, there is traffic expected between each of the leaf nodes in the same site and from each of the leaf nodes to the Internet. We define a separate weight function for each of these demands given by the set $D$, leading to a family of weight functions $W_X$ indexed by the set of individual demands $X \in D$.

**Definition 6 (Connectivity requirement).** On a network $G = (V, E, src, dst)$, a connectivity requirement is a (finite) family $W = \{W_X : V \times V \rightarrow \mathbb{N} \mid X \in D\}$ of weight functions over an index set $D$ of all demands.

As mentioned in the introduction, we consider as inputs to our metric: a network $G$, a routing language $R$, a DFP $\phi$, and a family $W_X$ of weight functions indexed over a set $X \in D$ of demands. We call such an input a connectivity scenario.

**Definition 7 (Connectivity scenario).** A connectivity scenario $S = (G, R, \phi, W, D)$, consists of a network $G$, routing language $R$, distribution of failure probabilities $\phi$, and connectivity requirement $W$ over an index set $D$.

### B. The Hazard Value

Given a connectivity scenario, the network operator tries to optimize the sum of the weights of each of the individual customers considering the distribution of failures. In other words, the network operator tries to optimize the expected connectivity weight.

**Definition 8 (Expected connectivity weight).** Given a connectivity scenario $(G, R, \phi, W, D)$, the expected connectivity weight is given by

$$\mu(G, R, \phi, W, D) = \sum_{F \subseteq E} \sum_{X \in D} \phi(F) \cdot W_X(R \cap \text{Paths}^F).$$

We can express the expected efficiency of a network as a percentage by dividing the expected connectivity weight by the maximum achievable weight in case all endpoints are connected: $\mu(G, R, \phi, W, D) / \sum_{X \in D} \max_{w \in V} W_X(v, w)$. In practice, as we strive to get the expected efficiency close to 1, we obtain a more human-readable metric if we consider instead the hazard value, i.e., the expected loss of efficiency due to connection failures.

**Definition 9 (Hazard value).** Given a connectivity scenario $(G, R, \phi, W, D)$ its hazard value is defined as:

$$\gamma(G, R, \phi, W, D) = 1 - \frac{\mu(G, R, \phi, W, D)}{\sum_{X \in D} \max_{w \in V} W_X(v, w)}.$$

Hence if the hazard value is 0, we expect no connectivity loss in the given connectivity scenario and a value higher than 0 gives the potential percentage loss of connectivity reward due to failures in the network.

### C. The Hazard Value of the Operators Distributed Datacenter

Let us now consider an application of the hazard value for the datacenter network in Figure 1. The operator aims to improve the connectivity of this network by investing in an additional link that can connect the two distributed parts of the datacenter. The operator has the following information about the current network:

- The network $G$ topology is given in Figure 1.
- The routes $R$ in the network are “valley-free”, meaning that traffic originating from a leaf is first only forwarded upward in the datacenter hierarchy (if at all) and subsequently (if at all) only routed downward to its destination. Traffic originating from a core switch is only routed downwards and traffic from leaves to core only upwards. Formally, this is achieved by splitting the set $E$ into two subsets, the upwards-edges $Up = \{(l_i, s_k), (s_k, c), (s_k, c'), (l'_j, s'_k), (s'_k, c'), (s'_k, c) \mid 1 \leq i \leq 4, 1 \leq k \leq 2\}$ and the downward-edges $Down = \{(s_k, l_i), (c, s_k), (c', s_k), (s'_k, l'_j), (c', s'_k), (c, s'_k) \mid 1 \leq i \leq 4, 1 \leq k \leq 2\}$, and defining $R$ as the regular routing language $R = Up^* \cdot Down^*$.

- As a DFP, we assume independent link failures where each link has the failing probability of $p = 10^{-3}$, and use the distribution given in the preliminaries: $\phi(F) = p^{|F|}(1 - p)^{|E| - |F|}$ for all $F \subseteq E$.
- Finally, we define the demand set $D = \{(l_i, l_j), (l'_i, l'_j), (l_i, c, c'), (l'_i, c, c') \mid 1 \leq i \leq j \leq 4, i \neq j\}$ assuming a traffic between any two leaves in each of the two parts of the datacenter as well as between each leaf and core router (here the operator...
allows for alternatives). For any two leaf indexes 1 \leq i, j \leq 4 \text{ with } i \neq j \text{ there is medium demand (assigned the weight 10) of traffic both in the left site and in the right site given by } W(t_i,t_j)(x,y) = 10 \text{ if } x = l_i \text{ and } y = l_j, \text{ and } W(t_i,t_j)(x,y) = 0 \text{ otherwise, and similarly } W(t_i',t_j')(x,y) = 10 \text{ if } x = l'_i \text{ and } y = l'_j, \text{ and } W(t_i,t_j)(x,y) = 0 \text{ otherwise.}

The demand rewards for the traffic between leaves and core routers in the left-hand part of the datacenter are given by \( W(l_i,(c,c'))(l_i,c) = 20 \) and \( W(l_i,(c,c'))(l_i,c') = 15 \) and \( W(l_i,t_j)(x,y) = 0 \text{ otherwise, for any } 1 \leq i \leq 4. \) This assigns a higher reward of 20 for maintaining the connection to the core router \( c \) and a lower reward of 15 for the core router \( c' \) that is located in the right-hand part of the datacenter. In the right-hand site, the demand for Internet traffic is less, and there is no routing preference between the core routers, expressed by \( W(l_i,(c,c'))(x,y) = 5 \) whenever \( x = l'_i \) and \( y = c \) or \( y = c' \), and \( W(l_i,t_j)(x,y) = 0 \) otherwise, for any \( 1 \leq i \leq 4. \)

Between the other nodes in the network, no traffic is generated, and no weight functions are needed to describe the demand. In particular, the spine switches and cores do not generate any traffic themselves, and there is no leaf-to-leaf connectivity requirement across sites.

Given this datacenter network and configuration, we compute the hazard value to be \( 1.2349 \times 10^{-4} \), meaning that we expect a 0.01213\% loss of reward due to failure in the network, compared to the reward gained by a fully connected network.

The operator has two options how to increase the connectivity of the network:

1) **Scenario 1:** Add a link from \( s_2 \) to \( c' \).

2) **Scenario 2:** Add a link from \( s'_1 \) to \( c \).

Computing the hazard value for the two options, the operator obtains an expected 0.01203\% reward loss for Scenario 1 and 0.01205\% reward loss for Scenario 2, both of them clearly improving the expected loss in the current network topology. Hence, as intuitively expected, both additions lead to an improvement of the dependability of the network, but adding an extra link from the left part of the datacenter where there is more traffic towards the core routers (reflected by a higher weight) is more beneficial as it causes a more significant drop in the hazard value and hence allows for more reliable operation of the datacenter.

In the next section, we shall substantiate the intuition that adding links leads to a decrease in hazard value, as part of our results regarding expected mathematical properties of the metric.

### IV. MATHEMATICAL PROPERTIES AND ANALYSIS

In this section we establish monotonicity and compositionality properties of the hazard value.

#### A. Monotonicity

As indicated, the hazard value is intended for comparing different network layouts, different routing strategies, different DFP, and changing demands. Intuitively, the hazard value should not increase when edges or nodes are added to a network, as long as the remaining connectivity scenario remains the same. Also, when routing restrictions are lifted, or failure probabilities decrease, one expects the hazard value not to increase. When additional sources of failure are considered, hazard values may increase. And finally, when certain links in a network are not traversed by any path with positive weight (given by the set of demands), and similarly when nodes are never visited by such paths, they can be removed from the routing language and even from the network itself, without affecting the hazard value at all.

We now argue that the chosen definition of hazard value indeed satisfies these intuitions. As we show, there is no need to consider each of these properties one-by-one. Instead, we can state many of them in one general claim by exploiting homomorphisms, i.e. link preserving mappings, between networks.

**Definition 10 (Homomorphism).** A homomorphism from network \( G = \langle V, E, src, dst \rangle \) to network \( G' = \langle V', E', src', dst' \rangle \) is a pair \((f, g)\) of functions \( f : V \rightarrow V' \) and \( g : E \rightarrow E' \) such that \( f(src(e)) = src'(g(e)) \) and \( f(dst(e)) = dst'(g(e)) \) for all \( e \in E \).

Mapping one network to another using a homomorphism allows us to consider the relationships between the routing tables, DFPs, and weight functions of the two networks. For example, if we remove an unconnected node \( x \) from the set of nodes \( V \) of a network \( G \), this leads to a set of nodes \( \bar{V} = V \setminus \{ x \} \) in a network \( \bar{G} \), while keeping the set of edges \( \bar{E} = E \) unchanged. This removal can be captured by a natural homomorphism from \( G \) to \( \bar{G} \), taking the identity functions for \( f : \bar{V} \rightarrow V \) and \( g : \bar{E} \rightarrow E \). Similarly, if we add an edge \( e \) to the set of edges \( E \) of a network \( G \), this leads to a new network \( \hat{G} \) with the same set of nodes \( \bar{V} = V \) and an extended set of edges \( \hat{E} = \bar{E} \cup \{ e \} \), and we obtain a natural homomorphism \( \hat{f} : \bar{V} \rightarrow \bar{V}, \hat{g} : \bar{E} \rightarrow \bar{E} \) by again using the identity functions. Having identity functions as homomorphisms simply means that all the paths in the left-hand network are also paths in the right-hand network. Having more complicated functions as homomorphisms, means that some nodes or edges are merged, i.e. the routing functions of two nodes or edges in the left network are merged in a single node or edge with the combined functionality in the right network.

As an example, Figure 2 shows a network homomorphism in which two nodes are merged, and one node is added, but no link mergers take place. This results in a homomorphism in which \( g \) is injective but \( h \) is not. Note, that when thinking about failure scenarios in such networks, it is easy to imagine how separate link failures in the left network result in corresponding link failures in the right network. However, to understand how node failures are transferred, one needs to realize that—in our way of modelling failures—a node failure cannot be distinguished from a simultaneous failure of all corresponding links in the network. A network homomorphism treats node failures simply as if they are coinciding failures.
of all connected links. This means that, if there are additional links in the right network, a node failure of the lower node on the left in Figure 2 may lead to a failure scenario on the right that cannot be immediately interpreted as a node failure as well.

Regardless of what a homomorphism looks like, it tells us how the paths in the left network compare to the paths in the right network. So, given a homomorphism $f : V \rightarrow V'$ and $g : E \rightarrow E'$, from a network $G$ to a network $G'$, and a set of routes $R$ in network $G$, the function $g$ of a homomorphism maps these routes to a set $g(R)$ of paths the right network. We can then verify that these paths are still routes by making the comparison $g(R) \subseteq R'$ to the routes $R'$ in network $G'$ (or more precisely $g(R \cap \text{Paths}) \subseteq R' \cap \text{Paths}$' if we want to capture that we only consider routes that are not only part of the regular language of allowed routes, but also actually present as paths through the graph). We can also verify that the weight of a connection between nodes $s$ and $t$ has not changed, by comparing the weight functions: $w_X(s, t) = w_X'((f(s), f(t)))$. If a homomorphism between two networks $G$ and $G'$ lives up to a number of such checks regarding the connectivity scenarios associated with $G$ and $G'$, we can draw conclusions about possible changes in the hazard value from this.

**Theorem 1** (Hazard decrease). Let $\langle G, R, \phi, W, D \rangle$ and $\langle G', R', \phi', W', D \rangle$, with $W$ and $W'$ having the same index set $D$ are two connectivity scenarios, and let $(f, g)$ be a homomorphism from $G$ to $G'$ where $g$ is an injective function. If the connectivity scenarios are such that for all $X \in D, (s, t) \in V \times V$:

- i) $w_X(s, t) \leq w_X'((f(s), f(t)))$
- ii) $\max_{v, w \in V} w_X(v, w) = \max_{v', w' \in V'} w_X'(v', w')$
- iii) $g(R \cap \text{Paths}) \subseteq R' \cap \text{Paths}'$, lifting $g$ to $E'$
- iv) $\phi(F) \geq \sum_{g^{-1}(F') = F} \phi'(F')$, for all $\emptyset \subset F \subseteq E$

then the hazard value of $G'$ is not larger than that of $G$, i.e. $\gamma(G, R, \phi, W, D) \geq \gamma(G', R', \phi', W', D)$.

Theorem 1 states that, if we do not merge any edges (i.e. the function $g$ in the homomorphism is injective) and if the weight between any two nodes and for any demand increases (condition i: $w_X(s, t) \leq w_X'((f(s), f(t))$), while the maximum attainable weight for any demand remains the same (condition ii: $\max_{v, w} w_X(v, w) = \max_{v', w'} w_X'(v', w')$), then the hazard value does not increase. Also, if we do not merge any edges and the number of valid routes increases (condition iii: $g(R \cap \text{Paths}) \subseteq R' \cap \text{Paths}'$), the hazard value cannot increase. Finally, if we do not merge any edges and the probability of any set of failures decreases (condition iv: $\phi(F) \geq \sum_{g^{-1}(F') = F} \phi'(F')$, except when $F = \emptyset$), the hazard value cannot increase.

The reason for requiring that we do not merge any links (i.e. require $g$ to be injective), is that merging links may directly result in merging of set of failures that were previously independent. This increased dependency between failure scenarios may cause a rise in the hazard value, as illustrated next.

A rise in hazard value can occur when two nodes are merged, but also when the weight between any two nodes and for any demand decreases, while the maximum attainable weight for any demand remains the same. Also, if we have a homomorphism from $G$ to $G'$ and all the ‘new’ routes in $G'$ have weight 0, the hazard value does not decrease because of those new routes. And finally, if the probability of all failures increases (except the empty failure in which nothing fails), the hazard value increases as well. Note, however, that these increases can even be concluded if edges are merged in the process of going from $G$ to $G'$.

**Theorem 2** (Hazard increase). Let $\langle G, R, \phi, W, D \rangle$ and $\langle G', R', \phi', W', D \rangle$, with $W$ and $W'$ having the same index set $D$ be two connectivity scenarios, and let $(f, g)$ be a homomorphism from $G$ to $G'$. If the connectivity scenarios are such that for all $X \in D$ and $(s, t) \in V \times V$:

- i) $w_X(s, t) \geq w_X'(f(s), f(t))$
- ii) $\max_{v, w \in V} w_X(v, w) = \max_{v', w' \in V'} w_X'(v', w')$
- iii) $w_X'(\sigma') = 0$ unless there exists $\sigma \in R \cap \text{Paths}$ with $g(\sigma) = \sigma'$
- iv) $\phi(F) \leq \sum_{g^{-1}(F') = F} \phi'(F')$, for all $\emptyset \subset F \subseteq E$

then the hazard value of $G'$ is not smaller than that of $G$, i.e. $\gamma(G, R, \phi, W, D) \leq \gamma(G', R', \phi', W', D)$.

As a corollary, when the conditions of both theorems hold, the hazard value remains equal. In particular, this is the case if we have an isomorphism between networks, i.e. if the networks are the same up to the router and link names.

**B. Compositionality**

Apart from the monotonicity properties discussed in the previous section, our definition of hazard value is also compositional.

**Theorem 3** (Compositional connectivity requirements). Consider connectivity scenario $S = \langle G, R, \phi, W, D \rangle$ with hazard value $\gamma$, and connectivity scenario $S' = \langle G, R, \phi, W', D' \rangle$ with hazard value $\gamma'$. Note that the scenarios share the same network, routing, and DFP, and assume $D$ and $D'$ disjoint. The
hazard value of the combined scenario $S'' = \langle G, R, \phi, W, D \cup D' \rangle$ is given by
\[
\gamma'' = \frac{W}{W + W'} \gamma + \frac{W'}{W + W'} \gamma',
\]
where $W = \sum_{X \in D} \max_{v,w \in V} W_X(v,w)$ denotes the maximum achievable sum of weights in a scenario.

Furthermore, the hazard value is—to a certain degree—compositional with respect to the combination of independent DFPs. To show this, we first have to consider what it means to combine two different DFPs.

Let $\phi$ and $\phi'$ represent two DFPs defined on the same network $G$. When both failures can occur independently of one another, this leads to a combined DFP defined by the convolution:
\[
(\phi \otimes \phi')(F) = \sum_{K \cup H = F} \phi(K) \cdot \phi'(H).
\]

While it is impossible to consider at a general level what the exact effect is of combining two DFPs in this way on the hazard value, it is possible to determine a bound. After all, we expect that introducing a new source of failure may increase the hazard value. Furthermore, we can show that the combined hazard value is never larger than the weighted sum of hazard values of the separate scenario, where the weights represent the condition that the failures occur in isolation.

**Theorem 4 (Compositional DFPs).** Consider connectivity scenario $S = \langle G, R, \phi, W, D \rangle$ with hazard value $\gamma$, and connectivity scenario $S' = \langle G, R, \phi', W, D \rangle$ with hazard value $\gamma'$. Note that the scenarios only differ in their failure distribution. The hazard value $\gamma''$ of the combined scenario $S'' = \langle G, R, \phi \otimes \phi', W, D \rangle$ is then bounded by: $\max\{\gamma, \gamma'\} \leq \gamma'' \leq \gamma' + \phi(\emptyset) \gamma + \phi'(\emptyset) \gamma'$.

Note, that given a DFP $\phi$, an additional source of failure for a single link $e \in E$ with probability $p$ leads to the convolution $\phi \otimes \psi_{e,p}$, where $\psi_{e,p}(\emptyset) = 1 - p e$, $\psi_{e,p}(\{e\}) = p$, and $\psi_{e,p}(F) = 0$, elsewhere. Interestingly, from the fact that $\max\{\gamma, \gamma'\} \leq \gamma''$ in the theorem above, we can already conclude that this added source of failure may lead to a larger or equal hazard value. This gives us another type of monotonicity that cannot be readily deduced from Theorems 1 and 2. This monotonicity can, for example, be exploited in the calculation of the hazard value, as it tells us that we can approximate complex DFPs by, for example, first only considering only up to $n$ failures. This will give an increasingly good approximation as $n$ rises.

V. COMPUTING THE HAZARD VALUE

We shall now discuss the algorithmic issues related to computing the hazard value for a given connectivity scenario. In order to be able to pass a connectivity scenario as an input to an algorithm, we shall assume that the routing language $R$ is regular and represented by a regular expression, or equivalently by a nondeterministic finite automaton (NFA). All examples of routing languages that we use in this paper are regular. We shall also study more fine-grained DFPs, where we consider only up-to-$k$ concurrent link failures, $\phi_k(F) = \sum_{|F| = k} \phi(F)$ when $|F| \leq k$ and $\phi_k(F) = 0$ elsewhere, as discussed in Section III.

We are now interested in the question, how expensive is it to compute the hazard value for up-to-$k$ failures in a given connectivity scenario $\langle G, R, \phi_k, W, D \rangle$. The problem whether $\gamma(G, R, \phi_k, W, D) \leq \delta$ for a given $\delta$ is clearly decidable in PSPACE by brute-force enumeration of all failure scenarios (while reusing the space). In this way the exact hazard value can be computed and compared to the given threshold value $\delta$. On the other hand, we can prove by reduction from 3SAT that already the question whether the hazard value is nonzero becomes NP-hard (and this decision problem is also in NP as we can guess the failure that makes the hazard value nonzero and verify this in a polynomial time).

**Theorem 5.** Consider a connectivity scenario $\langle G, R, \phi_k, W, D \rangle$, with $\phi_k$ the up-to-$k$ independent DFP. The problem to decide whether $\gamma(G, R, \phi_k, W, D) \neq 0$ is NP-complete.

A. Efficient Computation of Hazard Value

A direct way of computing the hazard function consists in enumerating all possible failure scenarios of size at most $k$ and to sum the weight of the demands which remains connected. This is the approach described in Algorithm 1. To ensure that paths from a source to a destination respect a given set of constraints captured by a given nondeterministic automaton, we propose a standard Algorithm 2 that in an on-the-fly manner returns true if and only if it is possible to reach $t$ from $s$ under the given path constraints, by iteratively annotating each node in the network by the set of control states the NFA can be in when reaching the node. The correctness of the baseline algorithm should be clear as it very closely mimics the definition of the hazard value.

As already checking if the hazard value is nonzero is NP-hard, we cannot expect to find a polynomial-time algorithm for computing the value of the hazard function. However, we
Algorithm 2 Boolean function \( \text{reach}^F(s,t) \)

1: **Input:** Failure scenario \( F \) and two nodes \( s,t \in V \) such that \( s \neq t \). The NFA \( A = (Q,E,\delta,q_0,Q_f) \) representing regular language over \( E \) and the graph \( G = (V,E,\text{src},\text{dst}) \) are implicitly given.
2: **Output:** \( \text{reach}^F(s,t) = \text{true} \) if \( t \) is reachable from \( s \) under the path constraints defined by the language of \( A \) and without using edges in \( F \), false otherwise
3: Let \( \tau : V \to 2^Q \) be initialized s.t. \( \tau(s) = \emptyset \) for all \( s \in V \)
4: \( \text{pending} := \{q_0\} \)
5: \( \tau(s) := \{q_0\} \)
6: while \( \text{pending} \neq \emptyset \) do
7: Remove \( u \) from \( \text{pending} \)
8: for \( e \in E \setminus F \) s.t. \( \text{src}(e) = u \) do
9: \( v := \text{dst}(e) \)
10: \( X := \bigcup_{q \in \tau(u)} \delta(q,e) \)
11: if \( X \not\subseteq \tau(v) \) then
12: \( \text{pending} := \text{pending} \cup \{v\} \)
13: \( \tau(v) := \tau(v) \cup X \)
14: if \( v = t \) and \( \tau(v) \cap Q_f \neq \emptyset \) then return \text{true}
15: return \text{false}

Our efficient algorithm relies on enumerating all possible cuts with at most \( k \) edges that decrease the overall reward in the network. The algorithm is based on the set of all cuts \( \text{Cuts}_A(s,t) = \{F \subseteq 2^E \mid \text{Paths}^F(s,t) \cap L(A) = \emptyset\} \) that disconnect the nodes \( s \) and \( t \) under the constraint \( A \). Given a set of failed edges \( F \subseteq E \) and a set of unfailing edges \( U \subseteq E \) such that \( F \cup U = \emptyset \), we also define the capacity of a cut \( c \in \text{Cuts}_A(s,t) \) as follows:

\[
C^U_F(c) = \begin{cases} 
\sum_{e \in c} C^U_F(\{e\}) & \text{if } |c| > 1 \\
\infty & \text{if } |c| = 1 \text{ and } c \subseteq U \\
0 & \text{if } |c| = 0 \text{ or } c \subseteq F \\
1 & \text{otherwise.}
\end{cases}
\]

Based on this definition, we can now introduce the strategic cut enumeration described in Algorithm 3 where \( \text{mincut} \) is a function returning the min cut (set of edges that disconnect a source \( s \) from the target \( t \)) under a capacity function \( C \).

The algorithm uses a stack storing sets of edges to enumerate all possible failure scenarios. Initially, all edges have an unknown status and once they are pushed on the stack, they are marked as absent (part of a failure). During the backtracking, all edges are one by one swapped from absent to present (line 31 to 33), meaning that we now assume that they are present in the network and can be used for forwarding packets. Instead of pushing individual edges on the stack, we push sets of them (representing the minimal cuts that disconnect the largest achievable rewards for the selected demand \( X \)) at the same time. This allows us to speed up the computation and skip the enumeration of a large number of failure scenarios that either (i) cannot disconnect the highest achievable reward of the demand \( X \), in which case these accumulated rewards can be added to \( \text{sum} \) at line 15 by calling the function \( \text{compute}_\text{prob} \), or (ii) those that already disconnected the source and target nodes in the demand \( X \) and hence cannot contribute to the overall reward, irrelevant whether the edges with unknown status are present or absent (line 20).

Theorem 6. Algorithm 3 returns the same value as the baseline Algorithm 1 and hence computes correctly the hazard value for the given connectivity scenario.

VI. HAZARD VALUE EXPERIMENTS

We implemented our strategic search algorithm for computing the hazard value as well as the baseline brute-force search algorithm. Our empirical results show that our algorithm is by several orders of magnitude faster and that it is suitable for computing the hazard values for network topologies of realistic sizes. We also analyze the computed hazard values for the Internet Topology Zoo networks and datacenter networks, and show that the computed values correspond to the intuitive understanding of connectivity in networks. A reproducibility package is available at [10].

A. Methodology

To evaluate the practical performance of our strategic search algorithm, we conduct experiments on a wide range of wide-area networks (ISP networks) from the Internet Topology Zoo [23] representing sparse and irregular types of topologies with several hundred of nodes, as well as on the classic datacenter topologies fat-tree [6] and BCube [18].

In order to generate flow demands for the Topology Zoo networks, we select 10% of all node pairs with the largest distance between them and consider two types of regular path constraints: (i) waypointing with 0, 1 and 2 waypoints (no waypoint corresponds to pure reachability) and (ii) service chaining with two given nodes that must be visited in a predefined order.

For the fat-tree, we distinguish between core, aggregator and edge nodes, using a parameter \( n \): we initialize a fat tree with \( \frac{n}{2} \) core nodes and \( n \) disjoint pods of \( \frac{n}{2} \) aggregators and \( \frac{n}{2} \) edges. Each aggregator is connected to \( \frac{n}{2} \) core routers; similarly each edge router is connected to all \( \frac{n}{2} \) aggregators of its pod. We consider the BCube topology in a hierarchical manner, with core routers and sites: for an integer \( n \) we create \( n \) core nodes and \( n \) sites containing one router and \( n \) leaves connected to it; the \( i \)-th core node is again connected to the \( i \)-th leaf of each site. For both datacenter topologies, we create demands between any pair of two distinct leafs/edge nodes in the same site and from each leaf to the core routers. We consider two types of regular path constraints: (i) reachability without any restriction and (ii) valley-free routing as described earlier in this paper.

In all experiments, we consider failures for varying numbers of failed links \( k \) ranging from 1 up to 10 concurrently failed links for ISP topologies and up to 20 failed links for the datacenter topologies. The probability of each failure depends
on the probability of 0.001 that a single edge fails (independent of the failure probability of the other edges).

For each scenario and different $k$ values, we run both our baseline brute-force enumeration algorithm and the strategic enumeration algorithm with a 10 minute timeout and 16 GB memory limit. The experiments are executed on AMD EPYC 7551 processors running at 2.55 GHz with boost disabled.

For visualizing the relative performance of the baseline algorithm and our strategic enumeration, we use cactus plots (see e.g. [5]), where for each of the methods, we record the runtime on each instance of the problem. Then we (independently for each algorithm) sort the instances by increasing runtime and plot them as two curves. Note that the y-axis is on logarithmic scale. While cactus plots do not provide instance-to-instance comparison, they deliver an overall picture of the relative performance of the algorithms.

### B. Performance Results

In Figure 3 we can see the performance of the baseline algorithm and our strategic one for the CPU time (in seconds) needed to compute the hazard values on the networks from the Topology Zoo database, both for the service chaining routing language as well as the waypointing with up to 2 waypoints. Already in the service chaining scenario, we are two orders of magnitude faster than the baseline on the largest instance of magnitude faster than the baseline on the largest instance that the baseline can solve. The advantage of our algorithm is even more clear for the waypointing path restriction scenario where we see several orders of magnitude improvement. The situation is analogous for the datacenter experiments presented in Figure 4 where both for the basic reachability as well as
In conclusion, our strategic algorithm is applicable to real ISP and datacenter topologies, and the current implementation (in Python) allows us to compute in about 5 minutes the hazard value for 2 to 3 failed links on Topology Zoo networks of sizes up to couple of hundred of nodes and 300-400 links. For the more regular datacenter topologies, we can within 5 minutes compute the hazard value for similarly sized topologies in the number of nodes but with up to 1000 links and for a larger number of failed links (between 10 to 20). As a result, our method is (in its prototype implementation) already applicable to medium size networks, and we expect that additional optimizations can further improve the scaling.

C. Hazard Values for ISP Topologies

Finally, we analyze the hazard values for ISP topologies from the Topology Zoo for $k=3$ number of failed links. The distribution of the hazard values for these network topologies is depicted in Figure 5. We can notice that there are few highly connected networks with hazard value zero, meaning that there is no failure scenario with up to 3 failed links that can disconnect any of the demands, meaning the these networks are highly resilient for failures. An example of such a network is GlobalCenter with the hazard value zero as depicted in Figure 6. More than 200 out of 260 topologies have a hazard value below 0.002, meaning they only suffer a loss in value of 0.2% compared to the maximal achievable reward by a fully connected network. However, there are a few topologies with relatively high hazard value. In case of the Sogo network in Figure 6, the hazard value is 0.01, meaning that connection failures are expected to lead to a 1% loss in reward value.

The Topology Zoo graphs are taken from [http://www.topology-zoo.org/](http://www.topology-zoo.org/)
It is clear that in such a network topology, there is a large number of failure scenarios that can completely disconnect the end-points in the network. Hence, the computed hazard values correspond to the intuitive understanding of more or less resilient types of network topologies.

VII. Related Work

There exists literature on the empirical characteristics of failures, e.g., in datacenters, state-wide networks, or IP backbones. This is highly valuable for the comparison of existing networks, but does not directly solve the problem of comparing network designs that are not yet implemented. On the other hand, empirical research provides valuable inputs to the method described in this paper.

In the graph-theory community, the connectivity of a graph is often measured in terms of its minimum cut or the number of available disjoint paths, which are common measures not only for the throughput achievable in a network but also for its resilience. Cuts also form the basis for the frequently used expansion measures. Another approach, primarily used by the parallel-computing community, is to measure how many failures a network can sustain while still being able to emulate its ideal counterpart with a certain maximal overhead (e.g., a constant slowdown). Both worst-case scenarios—in which adversarial failures cause a loss of connection—as well as average-case scenarios—in which the probability of loss of connection is computed—are well understood. However, these generic graph-theoretic metrics treat all the connections in a graph as equal, and do not consider the fact that for a network operator some connections are more important than others.

Within the networking community, additional specific metrics are considered. Some of them, such as the protection ratio, revolve around single failures (asking how many individual failures are protected), while we in this paper are particularly interested in multiple failures; other metrics, such as the loop ratio, are concerned with the detailed network behavior during convergence after failures, while during the consideration of alternative topologies, the details of the routing mechanism are not always known in sufficient detail to consider such metrics—which is why we assume fast rerouting in this paper. Two interesting connectivity measures in the context of scenarios with multiple failures, and accounting for the locality constraints imposed by fast rerouting, are the perfect and the ideal resilience. However, these measures only account for locality constraints, but not any of the other aspects considered in this paper, nor do they provide similar powerful properties.

Our work is also related to survivable network design, a classic topic in operations research. A general and powerful approach to design networks which are robust to failures, uses mathematical programming, and in particular, (integer) linear programming. A well-known platform which also provides benchmarks for telecommunication networks is SNDlib. However, we are not aware of any existing approach in this context which accounts, e.g., for alternatives or more complex routing constraints and DFPs.

There further exists interesting literature on the impact of routing constraints on connectivity, for example, in the context of inter-domain routing (in the absence of failures), where routing policies typically need to be compatible with business considerations; or in the context of fast rerouting where failover rules are inherently local and can harm connectivity. Our paper accounts for the physical topology explicitly, among other properties, and we model the routing with constraints. Our approach is hence orthogonal to work on resilient routing mechanisms. It is also orthogonal to work studying how to verify and maintain routing and policy constraints under failures.

We are not aware of any connectivity measure explicitly accounting for differences in demand on different connections, choice between connections to resolve a given demand, preferences and priorities in resolving that choice, and specific failures. With this work, we aim to fill this gap and make a proposal for a measure which meets a number of desirable properties, and which can be computed efficiently.

VIII. Conclusion

Assessing whether a network is sufficiently robust depends on more than its topological connectivity. Motivated by this observation, in collaboration with a local network operator, we developed a more general network connectivity measure, the hazard value, which allows to account for specific demands and distributions of failure probabilities, alternatives, routing constraints and priorities. We have shown how the hazard value can be computed efficiently, and can provide interesting new insights into the connectivity of existing networks.

Regarding the required input parameters to the hazard value computation, the traffic patterns can be derived from network monitoring and historical data, using either the worst-case scenario or dividing the daily traffic into a finite number of time slices and analyzing them separately. Distribution of failure probabilities can be derived also from historical data and combining the independent link, node and shared-link groups failure probabilities. The routing constraints are by default assuming basic reachability but it can be further restricted by the input from the network operators that may require waypoints on some routers, valley-free routing policies, blacklisting of certain routers etc. Finally, the alternative destinations and the weights of each demand also require an input from the network operator but can be in the first iteration approximated by e.g., the amount of traffic for each demand (more traffic implying higher weight). A further research direction is to try to automate the collection of the input data needed for the computation of the hazard value.
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