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CloudNets: Next Natural Step for Virtualization!

Success of Node Virtualization Trend of Link Virtualization
= a.k.a. end-host virtualization

VMW g bUSi = VLANS
) are revampea Server business = Software Defined Networks
= VM = basic unit in datacenters...

: (SDN), OpenFlow, ...

= ... hardly any physical resources!
= VM = flexible allocation, migration...

—~——

Unified, fully virtualized networks: CloudNets

,Combine networking with heterougeneous cloud resources (e.g., storage, CPU, ...)!

VM-3 -

2D -
L )
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Virtualization Benefits

ERCIM News 2012

Virtualization = Decoupling of services / CloudNets from physical
infrastructure (substrate network)

N rired Therefore:
S l\'// ‘ !
Mubiprovider |/ 08 \ Resource sharing = Can allocate CloudNet flexibly
i . g | subject to specification (flexible
Bz *% =l service deployment)
QoS guarsntessand | 41 77 On-demand, shon = CloudNets can cohabit same
Toines Soriim substrate network in isolation
| - Abstracts heterogeneous
Heterogeneous 1 resources
s [ et - CloudNets can even run
s different protocol stacks!
*’“. /NN Tnnovation in network 27 S \\”
4 o
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Some Use Cases.

[ J
VPN Datacenters
Goal: Fully specified CloudNet mapping constraints (e.qg., any
end-points for a telco), but with QoS guarantees (e.g.,
bandwidth) along links | < 10ms ~ Loms ,,Guaranteed
Berlin - 100 MBJs resources, job
,,November 22, > 100 MB/s deadlines
1Mbit/s 1Mbit/s met, no
lpm-2pm!“ any overhead!*
any < 10ms
Tel Avi
Palo Alto 1Mbit/s i > 100 MB/s
prirover/Out-sourcinge v
Goal: Move with the sun, with the commuters, (QoS)
Berlin allow for maintenance, avoid roaming costs...: e.g.,
,.;'?I(()) ;E :;%gg?é t}gn P SAP/gamel/translator server, small CDN server...
< 50ms
»any European
. cloud provider
. L (e.g. dueto
(corporate access network) Ieg al issues 7) o
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Example of CloudNet Embedding.

Connecting Providers (Geographic Footprint).

CloudNet 1: Computation CloudNet 2: Mobile service w/ QoS

Specification:
1. close to mobile clients
2. >100 kbit/s bandwidth for synchronization

Specification:
1. >1 GFLOPS per node
2. Monday 3pm-5pm
3. multi provider ok

CloudNet requests N\ Y \ .
AN \ N N
A \\ ‘\ \ \\
\ N \\ \\ \‘ ‘‘‘‘‘‘‘‘ \\ ...................... \\ ..................................
1 \ \ Ny \\ A \ \\ ............
A

ATEERY PrOv\ld\er 2 W\ \ .

il 11

R Tr—

Provider 1 X

Physical infrastructure AT
(e.g., accessed by mobile ClientS) ™. .. e e
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Business Roles.

SIGCOMM VISA 2009

CloudNet opens new business roles!
We propose that properties and prices are negotiated between economic roles.

Roles

= Service Provider (SP): uses CloudNets to offer its services (e.g.,
value-added application CloudNet, or transport CloudNet)

= Virtual Network Operator (VNO): Installs and operates CloudNet
over topology provided by VNP, offers tailored connectivity
service, triggers cross-provider migration (by setting
requirements), ...

= Virtual Network Provider (VNP): ,Broker‘/reseller that assembles
virtual resources from different PIPs to provide virtual topology
(no need to know PIP, can be recursive, ...)

= Physical Infrastructure Provider (PIP): Owns and manages
physical infrastructure

Substrate

QoS from PIP up to VNO or service provider: accounting via complete
set of contracts! (unlike ,sending party pays®)

Innovation Stefan Schmid
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Recursive Embedding.

Some specifications in
VNet may be missing!

CPU, location,
oS, ...

CloudNet benefit,
N7

Substrate

bw, latency, \\

duplex, ....
.0\--;‘----.-----------------------------------------------------------------------------------------------}c
4 *
0‘ .0
0’ .Q
* *
v’ . ’0.
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CloudNets require a flexible
resource description

language: FleRD!

FleRD is used in our
CloudNet prototype...



FleRD Uses.

= Communicate CloudNets, substrate resources
and embeddings to business partners or customers:

SP

benefit,
duration,

>\.

b, latency,
duplex, ...

benefit,
\/ duration,
compatibility,

e

— = Store embedding state internally:

| elekom Innovation Laboratories Stefan Schmid
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FleRD Requirements.

-
-
-
-
-
-
-
-
-
-
-
-

CloudNet 2: 0
| | | Oz 0
= Support all kinds of node (storage, computation, ...) and link
(latency, bw, full-duplex/asymmetric, ...) resources

(heterogene’ity) | CloudNet 1: 0 @

= Extensible, allow for syntactic changes over time, no need for

global agreement on semantic values o o i
Canada (2) A?gS:\“a(l}'\ri‘;tan L sy Res/Feat. association
= Facilitate resource leasing and allow PIPs to open abstract
views on their substrate
. . - ---" 1(1{)@%&;5?;)%
= Allow for vagueness and omission: customers are unlikely to
specifiy each CloudNet detail (e.g., KVM or Xen is fine,
outsource to any European cloud provider): this opens ways for .
optimization (exploiting flexibilities)! o
= Allow for aggregation of resources (business secret’P) L aggregate
resources

= Non-topological requirements (e.g., wordsize compatibility)

Substrate

Innovation Stefan Schmid
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FleRD Design Principles.

Networkinterface ResourceMapping

- Based on generic objects (semantic vatias o L
value only of local interest): Network rcomnectedInterface “confidenceInterval
Elements (NEs) thostinghetworkinteraceList .

= Interconnected via Network Interfaces Resource  |'amos | ‘hlgp--* .
(N |) +identifier 1 hasy

. +alias Net kEI t |“

- Note: NEs can be links, can model rattribute T Feature
multicast links by connecting NIs eluetype e EEa
accordingly! seonfidence ot *host ingNetwor kELenentL ist rpriority

i . +confidence_interva 1. .% +request_flag
= NE properties are described by e —— i 2.
attribute-value-pairs: Resources (e.g., e D T .
dhas - Constraint
amount of storage) and Features (e.g., Consolelnterface| |ConstraintGroup| (riribute
GraphlLabel Taddrecs +value
CPUﬂagS) . +role_identifier +transport_protocol 1 :ri‘z:ig"

- Predicates over features (e.g., for white SOLTD . T
or black ||St|ng) snet_identifier RN

= Constraint groups allows to specify _ _ , .

. . <<enumeration>> composingOperation <<enumeration=> relation <<enumeration=> valueType
non-topological properties <<Constant>> - sum (+) <<Constant>> - equals <<constant>» - mininun
. . <<Constant>> - copy (=) <<Constant>> - distinct <<Constant>> - maximum
n Mapp|ng can be recursive <<Constant>> - minimum <<Constant>> - constant

= Attribute space hierarchical (compare
e.g. to SNMP, like «link/symmetric/bw»)

Innovation Stefan Schmid
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Problem: Solution:

. Supp_ort all kinds of node (storage, comput_ation, r) = Based on generic objects (semantic
and link (latency, bw, full-duplex/asymmetric, ...) ———_ valueonly of local interest): Network
resources (heterogeneity) Elements (NEs) interconnected via

= Extensible, allow for syntactic changes over time, no Network Interfaces (NI)

need for global agreement on semantic values

— = NE properties are described by
- Facilitate resource leasing and allow PIPs to open \ > attribute-value-pairs: Resources (e.g.,
abstract views on their substrate \\< amount of storage) and Features (e.g.,

. m— CPUflags)
= Allow for vagueness and omission: customers are
unlikely to specifiy each CloudNet detail (e.g., KVM or _ - -
Xen is fine, outsource to any European cloud N Prebclllc?(t?S over features (e.g., for white
provider): this opens ways for optimization (exploiting \ or black listing)
flexibilities)! \

= Constraint groups allows to specify
= Allow for aggregation of resources (business secret?) non-topological properties

= Non-topological requirements (e.g., wordsize - Mapping can be recursive
compatibility)
= Attribute space hierarchical (compare
e.g. to SNMP)

Innovation Stefan Schmid
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A Use Case: Web Service.

Position: Forbidden 2fold Resource mapping
USA (1) Position: redundancy Res/Feat. association
. . . Canada (2) - - Afghanistan -
Service Provider asks for Web Service: NE (NI
= VHostl and VHost2 (i.e., service P
distributed over two processes) VHOStL R Btho b
= VHostl in US or Canada (white listing) Zi
= VHost2 vague
= Connection not via Afghanistan (black 100 Sessions
listing) e
OverlayO

= 2-redundant path

How is request embedded on physical infrastructure? Stages can all be
described with FleRD!

Different stages (could be merged if same role but just to illustrate concepts...)
Build OverlayO and Overlayl out of request

Mapping layer to annotate configuration details (e.g., VLAN tags) and to keep
mapping state

Substrate layer: UnderlayO and Underlayl

Innovation Stefan Schmid
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OverlayO.

‘Position: ::Forbidden ::2fold ] Resource mapping
{USA (1)  ::Position: :‘redundancy: T
‘Canada (2) : Afghamstan// ---------- Res/Feat. association
e
| A | Resource |
VHOStl VHOStz ---------------------
etho 2tho ‘ Feature
Constraint |
~N ’ % v 5 o 3 s 0 e £
5 \ 1 Z
100 Sessions
(Type A)
XML version
(excerpt):
Features <features>
<! — — X: whitelist
of VHost 1 — this node may be hosted in the US (preferred) or Canada —— >
< Feature> e
<attribute>> /position/continent/country < /attribute>
<value>/NA /USA< /value>
<priority > 1< /priority >
<request_flag>true< /request_flag>
< /Feature> ;
two alternative
<Feature> — | . ith
<attribute>> /position /continent /country < /attribute > oc_:at_lc_)ns wit
<value>/NA /Canada< /value> priorities
< priority >2< /priority >
<request_flag>true< /request_flag>
< /Feature>
< [features> [

Il elekom Innovation Laboratories
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Overlayl.

E'I56§'i'ti'6h':""5 | Distinct :Forbidden Resource mapping
-USA (1) - i_positions: -Position:  : _— =
:Canada (2) ; _\T  Afghanistan: Res/Feat. association
........ ( NE NI
VHost1 VHost2 Resource
Feature ...........
[\ I\ ! Constraint I
- ‘ : , L T
RAM ' 'HDD| ... |Lat| DoBW UpBW Lat | DoBW ||UpBW | ... |RAM  'HDD

= Expand request to make more concrete

= Add two explicit links / paths

= Virtual hosts have RAM and HDD resources

= Virtual links have up and down stream
requirements

= Multiplex components (splitters) are added to
split the link in disjoint paths

= Constraints are added to ensure disjoint paths

Il elekom Innovation Laboratories Stefan Schmid
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Mapping Layer.

Position:: ‘Position::  “Position::  ‘Position: ¢ ‘Position::  :Position: Resource mapping
UsA - ‘USA  ©  USA :  ‘USACanada: :‘Canada :  :Not ; - = -
...... i"" ------Il-.---n ......ll.....‘ ........|.......-. ......II.....| :Afghanistanf RES;FEat. aSSUUatIUn

\ ‘ Jomnnn—_. AR

VLink1P1 {27 VLink1P2 () VLink1P3 plitter2 VHost2 | Resource |
<G o
i VLink2P2C Z_3VLink2P3 fertesreriniens I

= I

7\ /
" L AN // a -..._,_\v V4 i
|RAM | |HDD| ... [Lat] [tat| |DoBW| [Lat| [upBw| [Lat| |tat|

" — e — — —

= To annote config details (e.g., VLAN tags) or keep
mapping state

= One-to-many vs many-to-many mappings?

= Optional «bridge» between OL and UL

= Virtual links are expanded into three virtual hops
(one in US, one in Canada, one between)

Il elekom Innovation Laboratories Stefan Schmid
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Underlayl.

- ider3 |\ cessssesnas Resource mappin
. Provider 2 Provider 3 CPosition:: pping
R e s : Montreal:Res/Feat. association
"""""" * Position: : [DoBW | NE o
...................... :USA,Canada : -\ eth0 gy
; : I(by SLA : Lat —_ i .
sBoston : : _-(yll ...... ; Montreal: szl
L\ 'y ethl 4 Feature
SHost1 Ctun0-pTunnel1PX unnel1P2£XyTunnel1P — SHost2 ENEeeEs
ethOf3SLink4 CLeth2 Cethop~Sonm ~thO
y— rs 1
~ P = I\ T\

= Reason for two underlays: keep both logical structure of the
substrate (as used for mapping) and representation of physical
setup

= Underlayl still contains VPN tunnel and shared NFS

= VHostl is mapped to SHost3 and Splitterl is mapped to
VHostl, VHost2 and Splitter2 are mapped to VHost2...

= Upper virtual link realized via 3 tunnel segments (via external
physical providers Provider2 and Provider3)

= Lower virtual link within given provider

= NFS still logically attached to substrate nodes

Innovation Stefan Schmid
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UnderlayO.

Resource mapping

Provider 2 Provider 3
Res/Feat. association
NE NI
eth0 eth0
SLink?2 SLink3 Resource
efhL ethl Feature
SHost3 eth SLink5 eth3 ) SHoxt1 SHost2 Constraint
eth SLink4 eth2 C EthoaSLinkl eth0

\

\

= Physical situation of considered provider (Providerl)

= NFS hosted only by one host (SHost3), plus link to
access NFS from SHost1

= Tunnel counterparts not visible

Innovation Stefan Schmid
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Related Work.

Rspec (PlanetLab, ProtoGENI)
= Resources not modelled as separate referencable entities, not extensible and
unsuitable in multi-layer and multi-provider setting
NDL+OWL: ontology for automated reasoning
= not flexible and syntactic overhead
OCCI (Open Grid Forum)
= no multi-layers support
DEN-ng: business-driven network management
= explicit distinction between virtual and physical network, no multi-layer support
VN-SLA: service level specifications
= N0 mappings
= VXDL: virutal execution infrastructure description
= N0 mappings
= NOVI
= NO resource mappings
= NDL
= no support for efficient multi-home links, no omission, or black and white listing, ...

Innovation Stefan Schmid
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Conclusion.

implementation

Jeo b wBaken

. .
= FleRD is used in our own |
CloudNet prototype e
|

network virtualization

= Prototype based on VLANSs

= Flexibilities exploited via
Mixed Integer Program
embeddings

hittp-/fwww.youtube.com/watch?v=IlJceOF 1zFHHQO

= Migration demo

Innovation Stefan Schmid
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The Project Website.

Combining Clouds with Virtual Networking Q0 ®
N Sl AP
The CloudNet Project P e N\
Q @/ @/LL

Internet MNetwork Architectures (INET) Pt -
TU Berlin / Telekom Innovation Labs (T-Labs) gif o
Contact Stefan Schmid

[Wews

News
Crarl e
People & Watch on YouTube: migration demonstrator videol
M , * YWe are looking for students and interns with good algorithmic background to contribute to Virtul Contact us

agazines . )
for more details or have a look at some open topics.

Fublications
Demo . .

Project Overview
Talks/Fosters

CloudMets are virtual networks (WMets) connecting cloud resources. The network virtualization paradigm allows to
run multiple Cloudiets on top of a shared physical infrastructure. These CloudMets can have different properties
(provide different security or QoS guarantess, run different protocols, etc) and can be managed independenthy of
each other. Moreover, (parts of) a Cloudiet can be migrated dynamically to locations where the service 15 maost
useful or most cost efficient (e.g., in terms of energy conservation). Depending on the circumstances and the
technology, these migrations can be done live and without interrupting ongoing sessions. The flexibility of the
paradigm and the decoupling of the services from the underlying resource netwiorks has many advantages; for
example, it facilitates a more efficient use of the given resources, it promises faster innovations by avercoming
the ossification of today's Internet architecture, it simplifies the network management, and it can impove service
performance.

We are currently developing a prototype system for this paradigm {currently based on WVLARMS), which raises
many scientific challenges. For example, we address the problem of where to embed CloudiMet requests (e.q.,
see [1] for online Cloudiet embeddings and [2] for a general mathematical embedding program), or devise
algorithms to migrate Cloudhets to new locations {e.q., due to user mobility) taking into account the

Il elekom Innovation Laboratories Stefan Schmid
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Collaborators and Publications.

« People

= T-Labs / TU Berlin: Anja Feldmann, Carlo
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Schmid
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= Publications
= Prototype: VISA 2009, ERCIM News 2012,
ICCCN 2012
= Migration: VISA 2010, IPTComm 2011, Hot-
ICE 2011
= Embedding: ICDCN 2012 (Best Paper
Distributed Computing Track)
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Dr. Stefan Schmid

Telekom Innovation Laboratories
Ernst-Reuter-Platz 7, D-10587 Berlin
E-mail: stefan@net.t-labs.tu-berlin.de

Project website:
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berlin.de/~stefan/virtu.shiml
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