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Introducing New Networking Solutions
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Govindan et al. 2016. Evolve or Die: High-Availability Design Principles Drawn from Googles Network Infrastructure. In Proceedings of the 2016 ACM SIGCOMM Conference
(SIGCOMM ’16). ACM, New York, NY, USA, 58-72.
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Motivation: What happens in case of overload? TUTI
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Hypervisor itself can be source of unpredictability!
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This talk: A tool to analyze hypervisors and a performance
evaluations of hypervisors!



Network Hypervisor Architectures
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Hypervisor Network Function Implementations: FV vs OVX

OpenVirteX: Make Your Virtual SDNs Programmable
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ABSTRACT

We present OpenVirteX, a network virtualization platform
that enables operators to create and manage virtual Soft-
ware Defined Netw vEDNs), Tenants are free to spec-
ify the topology and addressing scheme of their vSDN, and
run their own Network Operating System (NOS) to control

Matteo Gerola and Elio Salvadori
CREATE-NET
Povo, 38123 TN, Italy
{mgerola,esalvadori}@create-net.org

decouple the network from its physical manifestation to pro-
vide virtualized network resources. These virtual networks
can offer strong isolation and have the ability to migrate,
snapshot, and to customise topology at instantiation time.
Such virtual networks could be instantiated along with the
compute resources Lo deliver true infrastructure on-demand.

= Translation: Changes only CP information = Translation: Rewrites message headers

= Abstraction: 1-to-1 Mapping = Abstraction: 1-to-1 Mapping, Big Switch

= Main work done by single thread = Applies multi-threading for tasks



Performance Analysis of Existing Network Hypervisor Architectures TUTI
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ONVisor: Towards a scalable and flexible SDN-based
network virtualization platform on ONOS
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1 Tenant only! [Onvisor2018]

No detailed performance study! Why? No Tool available! 3
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From non-virtualized SDN networks to virtualized SDN networks TUTI

Switch Benchmarks

—’[ SDN Sw. Benchmark Tools ] —

Control Plane
Channels (D-CPI)

Data PR T Data Data
No doubt, great tools are available: OFLOPS, ... Plane Hypervisor Plane
Channel Channel Channel

Control Plane
Channels (D-CPI)

—)[ SDN Switch ] e

= Challenge: Coordination and emulation complexity
= Goal: One tool emulating single tenant, single switch, multi-tenant, multi-switch




perfbench [1,2,3] TLTI
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https://github.com/tum-lkn/perfbench
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perfbench in action

LIVE DEMO
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perfbench in action: setting
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Testbed setups
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Virtualization: What does it cost? (PACKET _IN)

107 3
gp- OVS
O FlowVisor LH
[1 oOvX
£ 10 5
o
c
()]
©
— 0
1073 L = = O
lor>e O g B
| | |

10000 20000 30000 40000 50000
OpenFlow [msg/s]

= Latency of PACKET _IN: OVS < FV < OVX
= Not inline with original papers
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Impact of tenant controller behaviors (FLOW_MOD)
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= Tenant controller behavior (Delay vs No Delay) determines latency
= 15k — 30k: processing of hypervisor determines latency



OVX impact of number of tenants (FLOW_MOD) TLTI

OpenFlow [1 x 10° msg/s] OpenFlow [1 x 10° msg/s]
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= Overutilization: With 100 tenants and 10000 FLOW_MOD messages per second
= | atency becomes high — worse service level agreements, unpredictable
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=

Future Work: How to evaluate Fairness? (FV, FLOW_MOQOD)
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Already 20 tenants show a notable The more switches and controllers,

latency gap of 5 ms (high variance) the less predictable




Conclusion T|.|T|

Programmable network virtualization important: testing, slicing, guarantees, isolation, flexibility
But: Network Hypervisor itself can introduce unpredictability! Potential showstopper!

Hence, deep understanding of architectures realizing programmable virtual networks
Important!

This research:
= Benchmarking virtual environments is important ... but not trivial

This paper:

= A tool for benchmarking virtual SDN networks
= Performance insights in hypervisor implementation aspects
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Thank youl!

Questions?
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