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Abstract—Emerging reconfigurable optical communication
technologies allow to enhance datacenter topologies with demand-
aware links optimized towards traffic patterns. This paper studies
the algorithmic problem of jointly optimizing topology and routing
in such demand-aware networks to minimize congestion, along two
dimensions: (1) splittable or unsplittable flows, and (2) whether
routing is segregated, i.e., whether routes can or cannot combine
both demand-aware and demand-oblivious (static) links.

For splittable and segregated routing, we show that the problem
is generally 2-approximable, but APX-hard even for uniform
demands induced by a bipartite demand graph. For unsplittable
and segregated routing, we establish upper and lower bounds of
O (logm/ log logm) and Ω(logm/ log logm), respectively, for
polynomial-time approximation algorithms, where m is the
number of static links. We further reveal that under un-/splittable
and non-segregated routing, even for demands of a single source
(resp., destination), the problem cannot be approximated better
than Ω

(
cmax
cmin

)
unless P=NP, where cmax (resp., cmin) denotes

the maximum (resp., minimum) capacity. It remains NP-hard for
uniform capacities, but is tractable for a single commodity and
uniform capacities.

Our trace-driven simulations show a significant reduction in
network congestion compared to existing solutions.

I. INTRODUCTION

The popularity of data-centric applications related to e.g.,
business, entertainment, or artificial intelligence, let to an
explosive growth of communication traffic, especially inside
datacenters. Over the last years, great efforts have hence been
put into the design of novel and more efficient datacenter
network designs. A particularly intriguing architecture is based
on emerging optical communication technologies, allowing to
optimize the network topology towards the traffic demand.
Such demand-aware networks are attractive as they allow
to leverage the spatial and temporal structure of workloads.
More specifically, emerging demand-aware networks, whose
topologies are typically hybrid, in that a static (and demand-
oblivious) network is enhanced with reconfigurable (and
demand-aware) links, introduce unprecedented flexibility in
adapting the network topology towards the current traffic
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demands. In such hybrid networks, the reconfigurable links
are usually enabled by optical circuit switches [1]–[3], and
particularly, each optical circuit switch provides reconfigurable
links by establishing connections between pairs of its ports,
i.e., a matching.

Extensive past works studied the question of how to jointly
optimize topology and routing of such reconfigurable (hybrid)
networks [4] for different networking performance metrics,
e.g., latency [5], throughput [6]–[11], routing length [12]–[15],
flow times [16], [17] etc. Interestingly, min-congestion, a most
central performance metric in traditional networks, is still not
well-understood in reconfigurable networks. Avin et al. [18]
and Pacut et al. [19] study optimal bounded-degree topology
designs, however focusing on a static optimization model in
purely demand-aware network, to minimize both the route
length and the congestion. Dai et al. [20] consider a hybrid
model like in our paper, showing that the problem is already
NP-hard for splittable (resp., unsplittable) and segregated (resp.,
non-segregated) routing models when the static network is a
tree of height at least two, but tractable for static networks of
star topologies. Zheng et al. [21] introduced a greedy-based
heuristic algorithm for our segregated model but on specific
topologies of datacenters. However, not much more is known
w.r.t. corresponding approximation bounds, which motivates
our study.

In this paper, we are interested in the algorithmic problem
underlying such hybrid demand-aware reconfigurable network
architectures. In particular, we study the question of how to
jointly optimize the topology and the routing in demand-aware
networks, with the goal of minimizing congestion. We study two
different routing models commonly applied in reconfigurable
networks, namely whether routing is segregated or not, i.e.,
whether or not flows either have to use exclusively either
the static network or the reconfigurable connections. We also
consider both splittable and unsplittable flows.

A. Our Contributions

We initiate the study of approximation algorithms for
minimizing congestion in hybrid demand-aware networks (for
a given matrix of demands). Our results include an overview
of approximation results and complexity characterizations in



TABLE I
SUMMARY OF OUR APPROXIMATION UPPER AND LOWER BOUNDS ON THE MCRN PROBLEM (DEFINITION 1).

Approximation Bounds & Splittable Segregated Restrictions Restrictions Results
Time Complexity Flow Routing On Demands On Capacities References
2-approximation yes yes Thm. 1
APX-complete yes yes uniform and bipartite demands Thm. 4

Tractable yes yes single source (resp., dest.) Thm. 3
O (logm/ log logm)-approximation no yes Thm. 2
Lower Bound: Ω(logm/ log logm) no both Thm. 5

Lower Bound: Ω(cmax/cmin) both no single source (resp., dest.) Thm. 6
NP-hard both no single source (resp., dest.) uniform Thm. 7
Tractable both no single commodity uniform Thm. 8

general settings (outlined in Table I), and also a fine-grained
algorithmic analysis for restricted cases.

a) Segregated Routing: We provide a mixed-integer
programming formulation for segregated and un-/splittable
flow models whose LP relaxation can be solved efficiently.
For splittable flows, we present a 2-approximation algorithm
by a novel deterministic rounding approach, and also prove
the APX-hardness even if its demands are uniform and the
graph induced by demands is bipartite. However, we also
show that the problem becomes tractable for demands with a
single source (resp., destination). For unsplittable flows, we
show that the min-congestion reconfigurable network problem
cannot be approximated better than the min-congestion multi-
commodity unsplittable flow problem (MCMF) [22], but any
ρ-approximation algorithm based on rounding techniques for
the MCMF problem can be utilized to give a 2ρ-approximation
for the reconfigurable network problem. This implies an
approximability of Θ(logm/ log logm) for segregated and
unsplittable routing, where m is the number of static links.

b) Non-Segregated Routing: Under the splittable (resp.,
unsplittable) flow model, even for demands of a single source
(resp., destination), the problem cannot be approximated better
than Ω (cmax/cmin) unless P=NP, where cmax (resp., cmin)
denotes the maximum (resp., minimum) capacity on all links,
and it still remains NP-hard for uniform capacities, i.e., c :
E⃗∪E⃗ 7→ {a} for a ∈ R>0. However, the problem with uniform
capacities becomes efficiently solvable for demands of a single
commodity under un-/splittable flow.

Our trace-driven simulations show that our algorithms
significantly improve on state of the art methods.

B. Organization

We introduce our formal model and preliminaries in §II. Our
algorithmic and hardness results for the segregated model are
presented in §III, followed by a study of non-segregated routing
in §IV. We then investigate the performance of our algorithms
with trace-driven simulations in §V. Lastly, we discuss related
work in §VI and conclude in §VII.

II. MODEL AND PRELIMINARIES

We first introduce our network model, demands and routing
policies, and then formalize the min-congestion demand-

aware network design problem in §II-A. We then provide
preliminaries for proving hardness or approximation in §II-B.
Network Model. Let N = (V,E, E , c) be a reconfigurable (hy-
brid) network [23], [24] connecting n nodes V = {v1, . . . , vn}
(e.g., top-of-the-rack switches), using static links E (usually
electrically packet-switched), where (V,E) is called the static
network of N . The network N also contains a set of recon-
figurable (usually optical) links E , s.t., (V, E) constitutes a
complete graph on V . The graph (V,E ∪ E) is a bidirected1

(multi)-graph such that two directions of each bidirected
link {vi, vj} ∈ E (resp. {vi, vj} ∈ E), where vi, vj ∈ V ,
work as two (anti-parallel) directed links (vi, vj) and (vj , vi)

respectively. We use the symbol E⃗ (resp. E⃗) to denote the set
of corresponding directed links of E (resp. E). Moreover, a
function c : E⃗∪E⃗ 7→ R≥0 defines capacities for both directions
of each bidirected link in E ∪ E , where the maximum (resp.,
minimum) capacity is denoted by cmax (resp., cmin). We denote
uniform capacities if c : E⃗ ∪ E⃗ 7→ {a}, where a ∈ R≥0, e.g.,
a = 1. The reconfigurable network N can only implement a
subset of reconfigurable links E , which must be a matching
M ⊆ E , to provisionally enhance the static network (V,E).
The enhanced graph N (M) = (V,E ∪M, c) determines the
actual topology of the communicating network, where N (M)
is called a reconfigured network and the matching M is called
a reconfiguration of N .
Traffic Demands. The reconfigured network should serve
a certain communication pattern, represented as a |V | × |V |
communication matrix D := (di,j)|V |×|V | (demands) with non-
negative real-valued entries. An entry di,j ∈ R≥0 represents
the traffic load (frequency) or a demand from the node vi to
the node vj . With a slight abuse of notation, let D(vi, vj) also
denote a demand from vi to vj hereafter. For each demand
D(vi, vj) > 0, the pair (vi, vj) is called a commodity with the
source vi and the destination vj . The matrix of demands D
is called single commodity if it contains only one commodity,
otherwise multi-commodity. A multi-commodity matrix D is
called single source (resp., destination) if all commodities share
the same source (resp., destination). Demands D are called uni-

1 Symmetrical connectivity is the standard industry assumption for static
cabling, however for reconfigurable links as well. Outside highly experimental
hardware, e.g. [5], off-the-shelf products use full-duplex connections [25], [26]
and this model assumption is hence prevalent, even in Free-Space Optics [27]
proposals.



form if all non-zero entries di,j > 0 have the same value. The
graph GD induced by demands D is defined as a simple graph
GD = (V,ED), where ED = {{vi, vj} : di,j + dj,i > 0} .
Routing Models. For networking, unsplittable routing requires
that all flows of a demand di,j ∈ D must be sent along a
single (directed) path, while splittable routing does not restrict
the number of paths used for the traffic of each demand; For
a reconfigured network, segregated routing requires flows of
each demand di,j ∈ D being transmitted on either the static
network or the reconfigurable link between two endpoints of
this demand, but non-segregated routing admits reconfigurable
links used as shortcuts for flows along static links [2], [3].

Hence, there are four different routing models: Unsplittable
& Segregated (US), Unsplittable & Non-segregated (UN), Split-
table & Segregated (SS), and Splittable & Non-segregated (SN).

A. Min-Congestion Reconfigurable Network Problem

“As minimizing the maximum congestion level in all
links is a desirable feature of DCNs [28], [29], the
objective of our work is to minimize the maximum link
load”

Yang et al. [30] (ACM SIGMETRICS 2020)

Congestion. Given a reconfigured network N(M) and demands
D, let f : E⃗ ∪ M⃗ 7→ R≥0 be a flow serving all demands
D in N(M), s.t. the size of the net flow from vi ∈ V to
vj ∈ V equals to di,j for each demand entry di,j ∈ D, under a
routing model τ ∈ {US,UN,SS,SN}. For each di,j ∈ D, let
fi,j : E⃗ ∪ M⃗ 7→ R≥0 denote the sub-flow of f caused by the
demand dij . Thus, the flow f can be further defined as f =

{fi,j : di,j ∈ D}, where ∀e ∈ E⃗∪M⃗ : f(e) =
∑

di,j∈D fi,j (e)
and f (e) can exceed c (e). We consider loads of a flow f on
both static and reconfigurable links, i.e., ℓ : E⃗ ∪ M⃗ 7→ R≥0.
The load of each directed link e ∈ E⃗ ∪ M⃗ induced by a
flow f is defined as ℓ (e) := f(e)

c(e) , and the maximum load of

f is defined as ℓmax(f) := max
{
ℓ (e) : e ∈ E⃗ ∪ M⃗

}
. Given

a routing model τ ∈ {US,UN,SS,SN}, the congestion in a
reconfigured network N(M) to serve D is defined as

λ := min {ℓmax (f) : a flow f serving D in N (M) under τ.}

Definition 1 (Min-Congestion Reconfigurable Network Prob-
lem (MCRN)). Given a reconfigurable network N =
(V,E, E , c), a routing model τ ∈ {US,UN, SS, SN}, and a
demand matrix D, find a matching (reconfiguration) M ⊆ E ,
s.t., the congestion λ to serve D in the network N (M) under
the routing model τ is minimized.

B. Preliminaries of Approximation Upper and Lower Bounds

A problem has an approximation upper bound α if there
exists a polynomial-time α-approximation algorithm to solve
it, while a problem has an approximation lower bound α′

if no polynomial-time algorithm can approximate it better
than α′ unless P=NP. An approximation factor preserving
reduction [22] can be constructed to reveal the approximability
between two problems.

We next introduce the classic min-congestion multi-
commodity flow problem, which will be used later.

Definition 2 (Min-Congestion Multi-Commodity Flow Prob-
lem). We are given a demand matrix D, a static (directed)
network N = (V,E) with the capacity function c : E⃗ 7→ R≥0,
and a routing model (splittable/unsplittable). Our goal is to
find a flow:

f =
{
fij : E⃗ 7→ R≥0 | dij ∈ D

}
,

serving D under the given (splittable/unsplittable) routing
model, s.t., the maximum load maxe∈E⃗

f(e)
c(e) can be minimized,

where f(e) =
∑

dij∈D fij (e).

III. SEGREGATED ROUTING MODEL

In this section, we start to study the MCRN problem under
segregated routing. We first introduce LP-based approximation
algorithms for both splittable and unsplittable flow models in
§III-A, and then show that the MCRN problem of splittable flow
is tractable for demands of a single source (resp., destination)
in §III-B. Finally, we discuss approximation lower bounds for
the problem under both splittable and unsplittable flow models
in §III-C.

A. Approximation Algorithms

Our approximation algorithms are based on solving a linear
programming relaxation of the MCRN problem under segre-
gated routing and obtaining a feasible solution by deterministic
rounding. Thus, we will first present the ILP formulation of
the problem under segregated routing, which is same for both
splittable and unsplittable flow.

1) ILP Formulation: To simplify the ILP formulation, we
denote each node vi ∈ V simply by i ∈ V , e.g., a demand
di,j ∈ D has source i ∈ V and sink j ∈ V . For the segregated
routing model, we note that each reconfigurable link {i, j} ∈
M indicates that its demands di,j and dj,i must be solely sent
on {i, j} ∈ E , and other demands, whose two endpoints are not
connected by a reconfigurable link included in M , will only
transfer on the static network (V,E). We can write the min-
congestion reconfigurable network problem with τ ∈ {SS,US}
as the following mixed-integer linear program (MILP).

min λ (1)
s.t.∑
P∈Pi,j

fP ≥ (1− zi,j) · di,j ∀i, j ∈ V (2)

∑
P∈P:e∈P

fP ≤ λ · c (e) ∀e ∈ E⃗ (3)

zi,j · di,j ≤ λ · c ((i, j)) ∀(i, j) ∈ E⃗ (4)

0 ≤
∑
j∈V

zi,j ≤ 1 ∀i ∈ V (5)

fP ≥ 0 ∀P ∈ P (6)
zi,j = zj,i ∀i, j ∈ V (7)
zi,j ∈ {0, 1} ∀i, j ∈ V (8)



To interpret this MILP formulation, we give the following notes:
• If a bidirected reconfigurable link {i, j} ∈ E is included

in M , then both directions (i, j) ∈ E⃗ and (j, i) ∈ E⃗
are implemented in M⃗ simultaneously. Let each decision
variable zi,j ∈ {0, 1} indicate whether to select the
directed reconfigurable link (i, j) ∈ E⃗ into M⃗ for
implementation. Thus, the constraint (7) ensures the
simultaneous implementation of both directions for each
bidirected reconfigurable link {i, j} ∈ E .

• The variable λ ∈ R+ indicates the maximum load for all
directed links in the reconfigured network

(
V, E⃗ ∪ M⃗

)
.

Our goal is to minimize λ by setting these decision
variables zi,j .

• For every two nodes i, j ∈ V , let Pi,j denote the set of
all simple directed paths from i to j in the static network(
V, E⃗

)
. For each (directed) static link e ∈ E⃗, let c(e)

denote its capacity. For each demand di,j , the variable
fP shows the flow size along a directed path P ∈ Pi,j .
Finally, let P be the collection of all directed paths Pi,j

for every two i, j ∈ V , i.e., P =
⋃

i,j∈V Pi,j .
• The constraints (2) ensure that each demand di,j ∈ D

being sent on the static network (V, E⃗) if zi,j = 0,
otherwise di,j being sent on a directed reconfigurable
link (i, j) ∈ M⃗ .

• The constraints of (3) and (4) bound the maximum load
on directed links in E⃗ ∪ M⃗ by λ.

• For the above MILP formulation, we can relax it into
an LP formation in an oblivious way, by changing the
integrality constraint ∀i, j ∈ V : zi,j ∈ {0, 1} to ∀i, j ∈
V : 0 ≤ zi,j ≤ 1, which results in an integrality gap ≥ 2.

• To ensure that all indicator variables zi,j lie in the match-
ing polytope after relaxing zi,j ∈ {0, 1} to 0 ≤ zi,j ≤ 1,
blossom inequalities defined by (9) are usually required.
However, blossom inequalities are unnecessary for our
LP since our rounding procedures can always guarantee
that the generated feasible solution is a matching.

Blossom Inequalities:∑
i,j∈U

zi,j ≤
|U | − 1

2
∀U ⊆ V : |U | is odd.

(9)

a) Solving LP Relaxation.: After relaxing the above MILP,
the corresponding LP relaxation can be solved efficiently,
although it contains an exponential number of variables
{fP : P ∈ P} and constraints (6). There are different ways
to do it, but we introduce an intuitive way, often employed
in approximating the min-congestion multi-commodity flow
problem [22], [31]. The original LP formulation can be
transferred to an equivalent LP with a compact formulation,
where the flow for each demand di,j ∈ D is presented on each
link, i.e.,

{
f i,j
e ∈ R≥0 : e ∈ E⃗ ∪ E⃗

}
, instead of along paths in

Pi,j , and also satisfies flow conservation for all nodes. This
compact LP clearly has a polynomial number of variables and
constraints, which can be efficiently solved, while a solution of

the compact LP can be transferred to a solution of its original
LP with the same load on each link.

b) Deterministic Rounding.: Let Zopt = {zi,j}i,j∈V be
an optimal solution to the LP relaxation of the above MILP. Let
λopt denote the optimal congestion for the fractional optimal
solution Zopt. Let λmin denote the minimized congestion of the
original ILP, which has λopt ≤ λmin. Now, we introduce our
idea to obtain a feasible integer solution Ẑ = {ẑij}i,j∈V based
on rounding each fractional variable zi,j in Zopt.

We first consider the following rounding-up function:

ẑi,j =

{
1 if zi,j > 1/2;

0 if zi,j ≤ 1/2.

It is easy to see that ẑi,j = ẑj,i for all i, j ∈ V , since
zi,j = zj,i in Zopt. For each i, j ∈ V , we round up its flows
fP for all P ∈ Pi,j by the following way:

f̂P =

{
fP / (1− zi,j) , if ẑi,j = 0;

0 if ẑi,j = 1.

2) Approximation Results: Next, we will show several
approximation results based on the above rounding-up method.

Theorem 1. When τ = SS, the min-congestion reconfigurable
network problem has a polynomial-time 2-approximation
algorithm.

Proof: Due to the degree bound of one, without violat-
ing (5), each node i ∈ V can have at most one indicator
variable zi,j ∈ Zopt that has zi,j > 1/2, where (i, j) ∈ E⃗ .
Thus, by rounding up the variable zi,j > 1/2 to one, each
node i ∈ V can have at most one directed reconfigurable link
(i, j) ∈ M⃗ , which implies that (5) is still satisfied by Ẑ. For
each i, j ∈ V , if ẑi,j = 1 then the constraint (2) is clearly
satisfied as 0 = 0; otherwise, by summing flows f̂P for all
P ∈ Pij , we can have the inequality (10), still satisfying (2).

∑
P∈Pi,j

f̂P =
∑

P∈Pi,j

fP
(1− zi,j)

=
1

(1− zi,j)

∑
P∈Pi,j

fP

≥ (1− zi,j) di,j
(1− zi,j)

= di,j (10)

For each directed static link e ∈ E⃗, we consider the
constraint (3). Note that f̂P > 0 holds, where P ∈ Pi,j

and i, j ∈ V , only if zi,j ≤ 1/2, which implies f̂P =
fP /(1− zi,j) ≤ 2fP . Thus, we have the following inequation.

∑
P∈P:e∈P

f̂P ≤
∑

P∈P:e∈P

2 · fP ≤ 2 · λopt · c(e) (11)

Regarding the constraint (4), for each (i, j) ∈ E⃗ , it implies

ẑi,j · di,j ≤ 2 · zi,j · di,j ≤ 2 · λopt · c ((i, j)) .

Now, it is safe to conclude that Ẑ is a feasible integer solution,
and f :=

{
f̂P : P ∈ Pi,j and i, j ∈ V

}
defines a feasible



flow serving all demands D. As λopt ≤ λmin, it implies
that our deterministic rounding-up method can achieve a 2-
approximation ratio within O

(
n2

)
. The exact runtime of the

algorithm depends on the specific LP formulation and LP solver,
but is polynomial.

We will now extend the above method to obtain an approxi-
mation result for the MCRN problem of τ = US.

Theorem 2. If the min-congestion multi-commodity unsplit-
table flow problem has a ρ-approximation algorithm based
on rounding techniques on its LP solution, e.g., ρ =
O (logm/ log logm) [32], then the MCRN problem with
τ = US can be approximated by 2ρ.

Proof: First, we note that the ILP formulation in §III-A1
also works for τ = US. Let λopt be the optimal value of the
above relaxed LP for τ = SS, which is obviously a lower
bound for the MRCP problem with τ = US.

For the MCRN problem of τ = US, we first solve it by
assuming τ = SS as Theorem 1 to obtain a matching M .
For each {i, j} ∈ M , we set di,j = 0 and dj,i = 0 in D to
obtain a new set of demands D′. By replacing D by D′ into
the ILP formulation in §III-A1, we can obtain a new relaxed
LP formulation LP (D′), which has an optimal congestion λ.
Clearly, it has λ ≤ 2 · λopt by Theorem 1. Given D′, we can
solve the min-congestion multi-commodity unsplittable flow
problem on a static network (V,E) to obtain a ρ-approximation
congestion λ′ by applying rounding techniques on the splittable
(optimal) flow of LP (D′), which further implies λ′ ≤ ρ · λ ≤
2ρ · λopt. Thus, λ′ is a 2ρ-approximation result for τ = US.

B. Polynomial-Time Solvable Cases
After obtaining approximation results for general cases

of segregated model, we will show a restricted case, where
demands contain a single source (resp., dest.), is efficiently
solvable in Theorem 3. The proof of Theorem 3 is easy as
only one reconfigurable link can be used here under segregated
model, which is deferred due to limited space.

Theorem 3. When τ = SS, if the demands D have a single
source (resp., dest.), the MCRN problem is polynomial-time
solvable.

C. Approximation Lower Bounds for Segregated Routing Model
In the following, we show that the problem under the

splittable and segregated routing is APX-complete, implying
that our 2-approximation algorithm achieves a tight bound.

Theorem 4. For τ = SS, the min-congestion reconfigurable
network problem (MCRN) is APX-complete, even if the demands
D are uniform in size and the graph GD induced by D is
acyclic and bipartite, e.g., a 3D matching.

Proof: Let Πcon denote the min-congestion reconfigurable
network problem (MCRN) of τ = SS, where the induced
graph GD by demands D is acyclic and bipartite, and ∀di,j ∈
D : di,j ∈ {3, 0}2. We note that the minimum vertex cover

2 To have integer capacities, in this proof, we use a matrix of entries in {0, 3},
which can be transferred to a 0/1 matrix by scaling down each capacity by a
factor 3.
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Fig. 1. Illustration of our gap-preserving reduction from the minimum vertex
cover problem to the MCRN problem with τ = SS. Each green node
v1, v2, vi, . . . , vn corresponds to one vertex in the given minimum vertex
cover instance. The dashed lines show a subset of reconfigurable links E , whose
two endpoints have non-zero demands in D, and solid lines indicate static
links E, where there are k parallel paths between a and o in the static network.
Each bi-directed link in E ∪ E has the same capacity in both directions, and
we define capacities: c : E⃗ 7→ {3} and c : E⃗ 7→ {1, 3}. The capacity value is
marked on each bi-directed (static) link in the figure.

problem on 3-regular graph Π is APX-complete, which cannot
be approximated better than a ratio ρ ∈ (1, 2) [33]. To show
APX-hardness of Πcon, we give a gap-preserving reduction
from the minimum vertex cover problem on 3-regular graph to
reveal that Πcon cannot be approximated better than a factor
min{ρ, 1.2}. The construction is illustrated in Fig. 1.

Given an instance I = (GU = (U,EU )) of the minimum
vertex cover problem Π, where GU is a 3-regular graph with
|U | = n, we construct an instance I ′ of Πcon, as shown in
Figure 1. Let the constructed instance be I ′ = (G, E , c,D),
where a static network G = (V,E), a set of reconfigurable
links E , the capacity function c : E⃗ ∪ E⃗ 7→ {1, 3} (each bi-
directed link has the same capacities on both directions), and
demands D. We construct nodes V as follows:

• For each vertex ui ∈ U of I , where i ∈ {1, . . . , n}, we
construct three nodes: vi ∈ V1, ai ∈ A and bi ∈ B;

• For each edge {ui, uj} ∈ EU , we construct 2 nodes:
vij ∈ V2 and v′ij ∈ V2;

• Moreover, we have additional two nodes {a, o}.
• Finally, let constructed nodes be

V = A ∪B ∪ V1 ∪ V2 ∪ {a, o}.

All static links (edges) E will be constructed as follows, where
their capacities are defined by c : E⃗ 7→ {1, 3}:

• For each edge {ui, uj} ∈ EU of I , where i, j ∈
{1, . . . , n} and i ̸= j, we construct the following static
(bi-directed) links: {vi, vij} ∈ E1, {vij , vj} ∈ E1,
{vji, v′ij} ∈ E2, {v′ij , bj} ∈ E3 and {v′ijbi} ∈ E3

• For each ui ∈ U of I , there are two static bi-directed
links: {ai, a} ∈ EA and {vi, o} ∈ Eo.



• There are k paralleling links between a and o, i.e., Ea,o =
{{a, o}i : 1 ≤ i ≤ k}.

• Finally, let E = E1 ∪ E2 ∪ E3 ∪ EA ∪ Eo ∪ Ea,o, and
∀{u, v} ∈ E1 ∪ E2 ∪ E3 : c ((u, v)) = c ((v, u)) = 1,
otherwise c ((u, v)) = c ((v, u)) = 3.

Moreover, we define demands D as follows: for each i ∈
{1, . . . , n}, it has demands D (vi, bi) = δvi and D (vi, ai) = 3,
where δvi = 3 denotes the degree of ui in GU of I . We note
that the graph GD induced by demands D in our construction
is also a 3D-matching.

Finally, for every u, v ∈ V , there is a reconfigurable (bi-
directed) link {u, v} with capacities: c ((u, v)) = c ((u, v)) = 3.
However, due to the splittable and segregated model (τ = SS),
only reconfigurable links {u, v} that have D(u, v)+D(v, u) >
0 need to be considered for reconfiguration.

Next, we will prove:
• If GU has a vertex cover U∗ ⊆ U with |U∗| ≤ k, then

the constructed instance I ′ has the minimized congestion
λ ≤ 1;

• If any vertex cover U∗ ⊆ U in GU has |U∗| ≥ ρ · k,
where the ratio ρ ∈ (1, 2), then the constructed instance
I ′ has the minimized congestion λ ≥ min{ρ, 1.2}.

We first do some analysis of the constructed instance I ′.
Due to b = 1 and |V1| = n, the reconfiguration (matching)
M can contain at most n reconfigurable links. Let M1 ⊆ M
denote the selected reconfigurable links between V1 and A and
M2 ⊆ M denote the selected reconfigurable links between V1

and B, where M1 ∩M2 = ∅ and M1 ∪M2 = M .
We first claim that the set of nodes V ∗ ⊆ V1 contained in

M2 must imply a vertex cover U∗ in the graph GU , where
∀vi ∈ V ∗ =⇒ ui ∈ U∗, otherwise, the maximum load factor
is λ ≥ 1.2.

If V ∗ implies a vertex cover U∗ ⊆ U in GU , it is easy to note
that the maximum load on the static edges in E1∪E2∪E3 is at
most one. If vi ∈ V ∗, then its demand D(vi, bi) = 3 is sent on
the reconfigurable (directed) link (vi, bi) with c ((vi, bi)) = 3
, otherwise D(vi, bi) = 3 must go through the corresponding
three paralleling paths consisting of static links: (vi, vij , v′ij , bi),
where each j indicates an edge {ui, uj} ∈ EU in GU .

Reversely, we assume that V ∗ does not imply a vertex cover
in the graph GU . We know at least one edge {ui, uj} is not
covered in GU , which also means vi, vj /∈ V ∗. There are at
most 5 edge-disjoint paths between {vi, vj} and {bi, bj} on
static network G, which provides total capacities of 5. Since
D (vi, bi) = 3 and D(vj , bj) = 3, then 6 units of demands
need to be sent on these 5 edge-disjoint paths, which indicates
the maximum load λ ≥ 1.2.

After showing that M2 must imply a vertex cover U∗ in GU ,
otherwise λ ≥ 1.2, then we discuss the relationship between
the size |M2| and the maximum load λ. If GU has a minimum
vertex cover U∗ of the size k, then the load on any static link
in Eo∪Ea∪Ea,o is at most one, which implies the congestion
λ ≤ 1. But if all vertex covers having size ≥ ρ · k in GU ,
where ρ ∈ (1, 2), then it must have the congestion λ ≥ ρ.

Given an arbitrary vertex cover U∗ ⊆ U in GU , where
|U∗| ≥ ρ · k, let V ∗ ⊆ V denote the corresponding nodes in G

with |V ∗| ≥ ρ · k. Since each vi ∈ V ∗ must be included in the
reconfigurable links M2 not M1, then its demand D(vi, ai) = 3
must be sent through static links. Thus, there are at least
3 · ρ · k units of demands that must be transferred from o to a.
Furthermore, there are k paralleling static links Ea,o between
a and o, where c : E⃗a,o 7→ 3. Clearly, the maximum load λ on
directed links in Ea,o is at least ρ.

Since the minimum vertex cover problem on cubic graphs
is APX-complete [33], there must exist a ρ ∈ (1, 2) s.t.,
the minimum vertex cover problem on cubic graphs cannot
be approximated better than ρ unless P = NP . Therefore,
the above reduction implies that our problem cannot be
approximated better than min{1.2, ρ}, which further implies
APX-hardness. Since our problem can be approximated by two,
then it is in APX-complete.

It remains to investigate the approximation lower bound for
unsplittable and segregated routing. In Theorem 2, we reduce
the MCRN problem with τ = US into a sub-problem, which
belongs to the min-congestion multi-commodity unsplittable
flow problem. Now, we can formally show the connection
between these two problems in terms of approximability.

Theorem 5. There is an approximation factor-preserving reduc-
tion from the min-congestion of multi-commodity unsplittable
flow problem to the MCRN problem with τ = US. Thus, the
lower bound Ω (logm/ log logm) [34] on approximating the
min-congestion of multi-commodity unsplittable flow problem
is also an approximation lower bound for the MCRN problem
with τ = US.

Proof: We prove it by giving a factor-preserving reduction.
Given an instance I = (V,E, c,D) of the min-congestion
of multi-commodity unsplittable flow problem (Definition 2),
we will construct an instance I ′ = (V ′, E′, E ′, c′, D′) of the
MCRN problem with τ = US. W.L.O.G., we assume that the
minimum value in the capacity function c is one.

We first construct a copy of I contained in I ′, s.t., V ⊂ V ′,
E ⊂ E′, c ⊂ c′ and D ⊂ D′. In addition, for each node
vi ∈ V , we create a node vi′ ∈ V ′ and a demand di,i′ ∈ D′

with di,i′ = α, where α > 0 is a very large number. For each
node vi ∈ V , we construct a reconfigurable edge {i, i′} ∈ E ′

with capacities c′ ((i, i′)) = α and c′ ((i′, i)) = 1, and a static
link {i, i′} ∈ E′ having the capacity one on both directions.
We finish the construction of I ′ after setting the capacities of
other unmentioned reconfigurable links in E ′ by one.

Since α is very large in the instance I ′, for each node
vi ∈ V , its reconfigurable edge {i, i′} ∈ E must be included
in the matching M , otherwise the min-congestion in I ′ after
reconfiguration can be as large as α. After that, we cannot
add any reconfigurable link into the matching M of I ′. Now,
the instance I ′ equals to the given instance I of the multi-
commodity flow problem. Therefore, I ′ cannot be approximated
better than I .

IV. NON-SEGREGATED ROUTING MODEL

In this section, we study the MCRN problem under non-
segregated routing, where we are particularly interested in un-
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Fig. 2. Illustration of our gap-producing reduction from the min-vertex cover
problem to the MCRN problem in the non-segregated model. The figure
shows an instance of the MCRN, where each green node v1, v2, vi, . . . , vn
corresponds to one vertex in the min-vertex cover instance.

derstanding restricted cases, such as, demands of single source
(resp., destination), and single commodity, uniform capacities,
and their combinations. We will first show approximation lower
bounds and NP-hardness for uniform capacities in §IV-A, and
then introduce some tractable restricted cases in §IV-B.

A. Approximation Lower Bounds for Non-Segregated Routing

By Theorem 6, we show that the MCRN problem under non-
segreated routing has an approximation lower bound Ω

(
cmax

cmin

)
for both splittable and unsplittable flow, which is pessimistic
since the value of cmax

cmin
can be arbitrarily large. We remark

that the lower bounds Ω
(

cmax

cmin

)
still holds if each link has

the same capacity on both directions, which can be derived by
adapting the given proof.

Theorem 6. When τ ∈ {SN,UN}, given demands D of a
single source (resp., destination), the MCRN problem cannot
be approximated better than Ω

(
cmax

cmin

)
unless P = NP .

Proof: We give a proof for demands of a single destination,
and the case of a single source can be shown symmetrically.
We give a gap-producing reduction from a decision problem of
vertex cover Π on 3-regular graphs to the MCRN problem Π′.
For an instance I = (GU = (U,EU ), k) of Π, where |U | = n,
we will construct an instance I ′ of Π′, illustrated in Fig. 2.

Let the constructed instance be I ′ = (G, E , c,D), where
G = (V,E) is the static network, a set of reconfigurable links
E , a capacity function c : E⃗ ∪ E⃗ 7→ {1, ϵ}, s.t., cmax = 1 and
cmin = ϵ (0 < ϵ ≪ 1), and a demand matrix D.

The set of nodes V in I ′ are constructed as follows:
• For each vertex ui ∈ U of I , where i ∈ {1, . . . , n}, we

construct a node vi ∈ V1;
• For each i ∈ {1, . . . , k}, we have a node ai ∈ A ;
• For each edge {ui, uj} ∈ EU , we construct a node: vi,j ∈
V2;

• Moreover, we have additional one node t, and let

V = A ∪ V1 ∪ V2 ∪ {t}.

Static (bidirected) links E and their capacities c : E⃗ 7→ {1, ϵ}
are constructed as follows:

• For each edge {ui, uj} ∈ EU of I , where i, j ∈
{1, . . . , n} and i ̸= j, we construct two static (bidirected)

links: {vi, vi,j} ∈ E1 and {vi,j , vj} ∈ E1 with the
capacities defined as:

c ((vi, vi,j)) = ϵ, c ((vj , vi,j)) = ϵ,

c ((vi,j , vi)) = 1, and c ((vi,j , vj)) = 1.

• For each i ∈ {1, . . . , k}, we have a static (bidirected) link
{ai, t} ∈ Et, s.t., c ((ai, t)) = 1 and c ((t, ai)) = ϵ.

• Since the static network (V,E) is a connected graph,
we construct a static link e∗ connecting a node in V1 to
another node in A, e.g., e∗ = {v2, ak} in Fig. 2.

• Finally, let E = E1∪Et∪{e∗}, where every static link has
a capacity ϵ on both directions unless otherwise specified.

For any two nodes in V , there is a reconfigurable (bidirected)
link in E . For each i ∈ {1, . . . , n} and j ∈ {i, . . . , k},
there is one reconfigurable links {vi, aj} ∈ E with capacities
c ((vi, aj)) = 1 and c ((aj , vi)) = ϵ. For other reconfigurable
links, they have a capacity ϵ on both directions.

We complete the construction by giving demands D as
follows: for each edge {ui, uj} ∈ EU of I , we have a node
vi,j ∈ V with a demand D(vi,j , t) = 1/3.

Next, we show that, when τ ∈ {SN,UN}, if I has a vertex
cover of size ≤ k, then the minimized congestion λ of I ′ is
at most 1; and if I has a vertex cover of size > k, then the
minimized congestion λ of I ′ has λ ≥ 1

12ϵ for τ = SN (resp.,
λ ≥ 1

3ϵ for τ = UN).
Clearly, we need to find k nodes in V1 to connect k nodes

in A by reconfigurable links (matching) M , s.t., each demand
can be sent to t without going through any directed link of
the capacity ϵ.

First, if GU has a vertex cover U ′ ⊆ U of size k, then for
each ui ∈ U ′, we add the corresponding reconfigurable link
{vi, ai} ∈ E into M . By this reconfiguration M , each node
vi,j can find a directed path to t, s.t., each directed link in this
path has the capacity one, then λ ≤ 1.

On the other hand, if GU does not have a vertex cover of
size ≤ k, then for any k vertices U ′ ⊆ U , there exists an edge
{ui, uj} ∈ EU , s.t., ui /∈ U ′ and uj /∈ U ′. Thus, the demand
D(vi,j , t) cannot be sent on reconfigurable links incident on
either vi or vj . It has to find another node vf ∈ V1, which
has a reconfigurable link {vf , al} included in a directed path
(vf , al, t), where al ∈ A. W.L.O.G., we assume {uf , ui} ∈ EU .
Then, any directed path from vi,j ∈ V1 to vf ∈ V1 must visit
the directed link (vi, vi,f ) that has the capacity ϵ. Thus, when
τ = SN (resp., τ = UN), it implies λ ≥ 1

12ϵ (resp., λ ≥ 1
3ϵ ),

where cmax = 1 and cmax = ϵ.
Therefore, the I ′ cannot be approximated within a ratio 1

12ϵ ,
i.e., Ω

(
cmax

cmin

)
, unless P = NP .

After knowing the approximation lower bound Ω
(

cmax

cmin

)
in

Theorem 6, an immediate question is if the problem is tractable
when cmax = cmin. Next, we will negate this conjecture by
showing the NP-hardness for splittable (resp., unsplittable) and
segregated routing even if it has a single source (resp., dest.)
and uniform capacities.



Theorem 7. When τ ∈ {SN,UN}, the MRCN problem remains
NP-hard for demands of a single source (resp., destination)
and uniform capacities.

Proof: We first give a proof for τ = SN by a many-one re-
duction from a decision problem Π of the makespan scheduling
on identical machines, which is NP-hard [35].

For the makespan scheduling on identical machines [22],
we are given a set M of machines and a set J of jobs, where
each job j has a processing time pj ∈ Z+ on any machine
i, and our goal is to schedule the jobs on the machines to
minimize the makespan, i.e., the maximum completion time.

Given an instance I =
(
J ,M,

⋃
j∈J pj , β

)
of Π, which

decides if I has a makespan bounded by β, we construct
an instance I ′ = (V,E, E , c,D) (single destination t) of the
MCRN problem Π′. Moreover, let |J | = n and |M| = m.

For each job j ∈ J , we construct a source node vj ∈ V ,
which has a static link {vj , t} ∈ E to the single destination
t ∈ V and a demand D (vj , t) = β + pj . For each machine
i ∈ M, we construct a node ui ∈ V that has n neighbors
Ui =

{
u1
i , . . . , u

n
i

}
⊆ V included in the static network, and a

static link {ui, t} ∈ E. Moreover, we construct a node t′ ∈ V ,
which has a static link {t, t′} ∈ E and a demand D (t′, t) = 2β.
Recall that, for our network model, there exists a reconfigurable
link in E for any two nodes in V but only a subset of E can be
selected into the matching M ⊂ E . For the uniform capacities,
we set c : E⃗ ∪ E⃗ 7→ {1}.

Next, we need to prove that the optimal congestion λ of I ′

satisfies λ ≤ β iff the minimum makespan of I is not more
than β. The proof details are deferred to the technical report
due to space constraint.

For τ = UN, we can change the construction by replacing
each static link {vj , t} ∈ E with two static links

{
vj , v

′
j

}
∈ E

and
{
v′j , t

}
∈ E and defining new demands D (vj , t) = pj

and D
(
v′j , t

)
= β. Then, the above argument works for the

new construction similarly.

B. Polynomial-Time Solvable Cases
In contrast to Theorem 7, Theorem 8 reveals that the MCRN

problem with τ ∈ {SN,UN} can become tractable if demands
are further restricted to be single-commodity (the proof is
deferred due to space constraint).

Theorem 8. For τ ∈ {SN,UN}, given a single-commodity de-
mand and uniform capacities, the MCRN problem is polynomial-
time solvable.

V. EVALUATIONS

We complement our theoretical analysis with an empirical
evaluation of the performance of our algorithms under realistic
workloads. We first describe our methodology in §V-A and then
discuss our results in §V-B. We will share our implemnetation
with the research community together with this paper.

A. Methodology
We employ the following baselines and implemented the

corresponding algorithms to compare with our algorithm
(labelled as MC) under segregated and un/-splittable models.

Baselines. We first consider a Maximum Weight Matching
algorithm as a baseline, which aims to maximize the sum
of flow quantities on reconfigurable links, also employed by
e.g., [2], [3]. Second, we also compare to a Greedy approach
(labelled as Greedy), where we greedily seek a compatible
reconfigurable link to reroute the maximum demands in each
iteration until the matching cannot be extended further. Similar
greedy algorithms are also used by e.g., Halperin et al. [28] and
Zheng et al. [21]. Lastly, we additionally plot the congestion
on the static network without any reconfigurable link (label:
Oblivious) and the optimum of the LP before rounding (label:
LP) as upper and lower bounds respectively.

Traffic Workloads. Since traffic traces in different networks
and running different applications can differ significantly [5],
[36]–[39], we collected a number of real-world and synthetic
traces to generate traffic matrices to evaluate our algorithms.
More specifically:

• HPC traces: We first employ four traces of exascale
applications in High Performance Computing (HPC) clus-
ters [39], [40]: MOCFE, NeckBone, CNS, and MultiGrid.

• Synthetic traces: We further consider the synthetic
pFabric traces, which are frequently used as benchmarks
in scientific evaluations [41]. In a nutshell, we generate
demand matrices from workloads that arrive according to a
Poisson process between random sources and destinations.

Experimental Setup. We implement the topologies of static
networks by generating random k-regular graphs for k = 4, 8
(k denotes the number of ports connecting other ToR switches)
as Jellyfish [42], and using uniform capacities on both static
and reconfigurable links. For unsplittable3 (resp., splittable)
flows, we consider one shortest path (resp., three shortest paths)
for each demand for HPC traces (Fig. 3) (resp., pFabric traces
(Fig. 4)). We repeat each setting by running it 5 times to obtain
averaged results, normalizing the loads on links.

B. Results and Discussion

We summarize our evaluation results in terms of the
minimized congestion for these four HPC traces in Fig. 3
and for pFabric traces in Fig. 4.

Clearly, all considered algorithms significantly improve the
congestion over the Oblivious baseline, and our algorithms
(MC) typically outperform the others. We observe that our
MC algorithm can provide the stable benefits throughout all
investigated scenarios, e.g., the changing number of nodes,
diverse traces and varying average degrees of static networks,
while Greedy is worst in achieving a consistent performance.

More specifically, for pFabric traces, our MC algorithm
(splittable) can achieve ≈ 65%−75% of the original congestion
of Oblivious baseline for 40−180 nodes, where its performance
is best on 150 nodes and notably decreases when nodes are
increased from 140 to 180. The MC algorithm can at least
provide a 1.3-approximation w.r.t. the optimal value of our LP.

3 Due to the large size of networks and demands, in practice, it is usual to
restrict the maximum number of paths when computing and implementing
splittable flow, as done in, e.g., Jellyfish [42].
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Fig. 3. Algorithmic comparison of the min-congestion for four traces of
exascale applications in HPC clusters, using random k-regular graphs for the
static network.

Fig. 4. Algorithmic comparison of the min-congestion for different synthetic
traces of pFabric clusters, with random 4-regular graphs as static networks.

Regarding the HPC traces, the MC algorithm (unsplittable) still
dominates Greedy and Max. Weight Matching, which keeps
a comparatively lower congestion, reducing the congestion of
Oblivious by ≈ 30%− 35%, but the variance is slightly higher
than in the pFabric traces, matching empirical observations
on the complexity of the traces produced by these synthetic
traces [39]. Meanwhile, we can observe very similar plots for
all algorithms in static networks of k = 4 and k = 8.

VI. FURTHER RELATED WORK

Reconfigurable networks have recently received much at-
tention both in the theory and the applied community. Recon-
figurable networks generally come in two flavors: demand-
oblivious networks such as RotorNet [43], Opera [44], Sir-
ius [45], and Mars [10] provide an unprecedented throughput
by avoiding (or at least minimizing) multi-hop forwarding
compared to their static counterparts [46], [47]. Demand-aware
networks such as ProjecToR [5], SplayNets [48], Jupiter [49],

Cerberus [8], Eclipse [24], Duo [9], among many other [2]–[4],
[16], [17], [43], [50]–[52], are tailored towards skewed and
structured workloads and leverage spatial and temporal locality
to improve throughput further [38], [39], [53].

However, many of these works revolve around other objec-
tives or network settings, e.g., [5]–[7], [12], [15], [17], [52],
[54]–[59], and the important aspect of congestion is still not
well understood. We refer the reader to the survey by [4] for
a more general overview.

The works by Avin et al. [18] and Pacut et al. [19] study
bounded-degree topology designs to minimize route length
and congestion, and provide approximation lower bounds and
a 6-approximation algorithm for min-congestion for sparse
demands. However, their models consider optimizing the
topology solely consisting of reconfigurable links without a
static network, which fundamentally differs from our model
of hybrid networks.

Zheng et al. [21] consider a problem setting similar to our
segregated model and study how to enhance classic datacenter
network topologies, such as Diamond, BCube and VL2, with
small reconfigurable switches. They present NP-hardness results
on general graphs, although these results do not transfer to
specific data center topologies or trees, respectively, while
they also introduce a greedy-based heuristic algorithm without
performance guarantees. Yang et al. [30] study how to enhance
the datacenter network by 60GHz wireless reconfigurable
links for min-congestion under unsplittable and non-segregated
routing. However, their congestion definition is structurally
different from our model, as they consider undirected links,
and furthermore, their reconfigurable links are formed under
wireless interference constraints.

Related in name and spirit, is the so-called HYBRID model,
introduced by Augustine et al. [60]. So far, the investigations in
the HYBRID model focused on, e.g., path length, diameter, and
(competitive) routing [60]–[64], and it would be interesting
to develop a unifying framework of hybrid demand-aware
networks and the HYBRID model.

Dai et al. [20] studied the same network model as we
do in this paper, showing that the reconfigurable network-
design for the objective of min-congestion is already NP-hard
for splittable (resp., unsplittable) and segregated (resp., non-
segregated) routing models when the static network is a tree
of height at least two, but tractable for static networks of
star topologies. However, they only provide algorithms with
guarantees for very specific problem instances (i.e., star graphs)
and also no approximation hardness lower bounds.
Bibliographical Note. A technical report of this submission is
available at [65] and a three-page brief summary of the main
results at [66].

VII. FUTURE WORK

Our work leaves open several interesting questions for future
research. In particular, it remains to provide a complete picture
of tight upper and lower bounds on approximating the non-
segregated routing problems.
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