
“We cannot direct the wind, 
but we can adjust the sails.”
(Folklore)

Self-Adjusting Networks
Stefan Schmid
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Trend
Data-Centric Applications
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Datacenters (“hyper-scale”)

Traffic
Growth
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Interconnecting networks:  
a critical infrastructure
of our digital society.
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The Problem
Huge Infrastructure, Inefficient Use

⇢ Network equipment reaching
capacity limits
⇀ Transistor density rates stalling
⇀ “End of Moore‘s Law in networking” [1]

⇢ Hence: more equipment, 
larger networks

⇢ Resource intensive and:
inefficient

Annoying for companies,
opportunity for researchers

[1
] 

So
ur

ce
: 

Mi
cr

os
of

t,
 2

01
9

Gb
ps
/€

Time



Root Cause
Fixed and Demand-Oblivious Topology
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How to interconnect?



Root Cause
Fixed and Demand-Oblivious Topology

Many flavors, 
but in common: 
fixed and 
oblivious to 
actual demand.
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Root Cause
Fixed and Demand-Oblivious Topology

Highway which ignores 
actual traffic: 
frustrating!

Many flavors,
but in common: 
fixed and 
oblivious to 
actual demand.
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Flexible and Demand-Aware Topologies
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Our Vision
Flexible and Demand-Aware Topologies
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Self-Adjusting
Networks
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interconnect



Our Motivation
Much Structure in the Demand
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My hypothesis: can be 
exploited.

Empirical studies: 
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traffic bursty over time

Mb
ps

Facebook

Time (seconds)

traffic matrices sparse and skewed



Sounds Crazy? 
Emerging Enabling
Technology.

6

H2020: 
“Photonics one of only five
key enabling technologies
for future prosperity.”

US National Research Council: 
“Photons are the new
Electrons.”

Photonics



Enabler
Novel Reconfigurable Optical Switches
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⇢ Spectrum of prototypes
⇀ Different sizes, different reconfiguration times 
⇀ From our last year’s ACM SIGCOMM workshop OptSys

Prototype 1

Prototype 2

Prototype 3



Example
Optical Circuit Switch

⇢ Optical Circuit Switch rapid adaption of physical layer
⇀ Based on rotating mirrors

Optical Circuit Switch
By Nathan Farrington, SIGCOMM 2010

Lenses Fixed
Mirror

Mirrors on Motors

Rotate Mirror



The Big Picture
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Flexibility

Structure

Efficiency
New!

More!

Self-Adjusting
Networks

Now is the time!



The Big Picture
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Flexibility

Structure

Efficiency
New!

More!

Self-Adjusting
Networks

Now is the time!
Our goal: Develop the 
theoretical foundations
of demand-aware, self-
adjusting networks.



Unique Position
Demand-Aware, Self-Adjusting Systems
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Everywhere, but mainly 
in software

Our focus: 
in hardware

vsAlgorithmic trading

Neural networks

Recommender systems



Question 1:

How to Quantify 
such “Structure” 
in the Demand?
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Intuition
Which demand has more structure?
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⇢ Traffic matrices of two different distributed 
ML applications

⇀ GPU-to-GPU
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Intuition
Which demand has more structure?

vs

⇢ Traffic matrices of two different distributed 
ML applications

⇀ GPU-to-GPU

More uniform More structure

vs
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Intuition
Spatial vs temporal structure

⇢ Two different ways to generate same traffic matrix:
⇀ Same non-temporal structure

⇢ Which one has more structure?

vsvs
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Intuition
Spatial vs temporal structure

⇢ Two different ways to generate same traffic matrix:
⇀ Same non-temporal structure

⇢ Which one has more structure?

Systematically?

vsvs



Trace Complexity
Information-Theoretic Approach 
“Shuffle&Compress”

Time

Original



Trace Complexity
Information-Theoretic Approach 
“Shuffle&Compress”

Randomize rows Uniform

More structure (compresses better)

Increasing complexity (systematically randomized)

Original
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Trace Complexity
Information-Theoretic Approach 
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Difference in size 
(entropy)?
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Trace Complexity
Information-Theoretic Approach 
“Shuffle&Compress”

Difference in size 
(entropy)?

Randomize rows UniformOriginal

Compress

Shuffle

Difference in size 
(entropy)?

Can be used to define 
2-dimensional 

complexity map! 
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No structure

bursty & skewed
skewed

Our approach: iterative 
randomization and 
compression of trace to 
identify dimensions of 
structure.
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Potential 
gain!

bursty & skewed
skewed

bursty uniform

NN

Different 
structures!

Our Methodology

Complexity Map

Our approach: iterative 
randomization and 
compression of trace to 
identify dimensions of 
structure.



Further Reading

ACM SIGMETRICS 2020



Question 2:

Given This Structure, 
What Can Be Achieved? 
Metrics and Algorithms?

15

A first insight: entropy of the demand.
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Models and Connection to 
Datastructures & Coding

More structure: lower routing cost

Traditional BST
(Worst-case coding)
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(Dynamic Huffman coding)

More structure: improved access cost / shorter codes
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Traditional BST
(Worst-case coding)

Models and Connection to 
Datastructures & Coding

More structure: lower routing cost

Demand-aware BST
(Huffman coding)

Self-adjusting BST
(Dynamic Huffman coding)

More structure: improved access cost / shorter codes

entropy
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Traditional BST
(Worst-case coding)

Models and Connection to 
Datastructures & Coding

Traditional networks
(worst-case traffic)

Demand-aware networks
(spatial structure)

Self-adjusting networks
(temporal structure)

More structure: lower routing cost

Demand-aware BST
(Huffman coding)

Self-adjusting BST
(Dynamic Huffman coding)

More structure: improved access cost / shorter codes

More than 
an analogy!entropy

rate
entropylog n

Generalize methodology:
... and transfer 
entropy bounds and 
algorithms of data-
structures to networks. 

First result: 
Demand-aware networks 
of asymptotically 
optimal route lengths. 

entropy
rate

entropylog n
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Examples

⇢ DAN for △=3
⇀ E.g., complete binary

´ tree would be log n
⇀ Can we do better? 

⇢ DAN for △=2
⇀ Set of lines and cycles



Examples

⇢ DAN for △=3
⇀ E.g., complete binary

´ tree would be log n
⇀ Can we do better? 

⇢ DAN for △=2
⇀ Set of lines and cycles

How
hard?



Related Problem

Virtual Network 
Embedding Problem (VNEP)

Embedding?

Example △=2: A Minium Linear 
Arrangement (MLA) Problem

⇀ Minimizes sum of virtual  
edges
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cost 5

Bad!
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Related Problem

Virtual Network 
Embedding Problem (VNEP)

Example △=2: A Minium Linear 
Arrangement (MLA) Problem

⇀ Minimizes sum of virtual  
edges

MLA is NP-hard
⇀ … and so is our problem!

But what about △>2?
⇀ Embedding problem still hard
⇀ But we have a new degree of
freedom!

Simplifies problem?!
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ERL=Ω(HΔ(Y|X))

Entropy Lower Bound



⇢ Idea for algorithm:
⇀ union of trees
⇀ reduce degree
⇀ but keep distances

Static

Entropy Upper Bound



⇢ Idea for algorithm:
⇀ union of trees
⇀ reduce degree
⇀ but keep distances

⇢ Ok for sparse demands
⇀ not everyone gets tree 
⇀ helper nodes

Static

Entropy Upper Bound



Intuition of Algorithm

Demand graph: Demand-aware network:

Ego-trees for 
large nodes



⇢ For regular and uniform demands
which admit constant distortion
linear spanner

⇢ Graphs of bounded doubling 
dimension

More Optimal Graphs



⇢ Still use ego-trees

⇢ But balance for load

Load

Accounting for Load



Further Reading

TON 2016, DISC 2017, 
CCR 2019, INFOCOM 2019 



⇢ Dynamic the same:
⇀ union of dynamic ego-trees

⇢ E.g., SplayNets

⇢ Online algorithms

Dynamic Setting

Dynamic



⇢ Dynamic the same:
⇀ union of dynamic&distributed ego-trees

⇢ E.g., SplayNets or CB trees

⇢ Online algorithms

Dynamic Setting
& distributed

Dynamic



Dynamic Objectives

Demand-Aware

Reconfigurable

Offline Online

OFF ON

Static
Optimality

Dynamic
Optimality

Working Set



Dynamic Optimality:
Push-Down Trees

⇢ For unordered search trees, dynamic 
optimality is possible: Push-Down Trees

⇢ Useful property: most recently used (MRU)
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optimality is possible: Push-Down Trees

⇢ Useful property: most recently used (MRU)
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How to maintain MRU? 
Swap u,v: breaks MRU!
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Idea: pushdown along 
path? Not competitive!



Dynamic Optimality:
Push-Down Trees

⇢ For unordered search trees, dynamic 
optimality is possible: Push-Down Trees

⇢ Useful property: most recently used (MRU)
⇢ Idea: balanced pushdown (random vs deterministic?)

s

u

v



Dynamic Optimality:
Push-Down Trees

⇢ For unordered search trees, dynamic 
optimality is possible: Push-Down Trees

⇢ Useful property: most recently used (MRU)
⇢ Idea: balanced pushdown (random vs deterministic?)

s

u

v

Random walk preservers MRU!
Constant competitive. 
Deterministic does not. 
Still constant competitive?



Further Reading

LATIN 2020, IPDPS 2021



Hybrid Networks
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Hybrid Networks

fixed

reconfigurable
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ReNet
A Statically Optimal Demand-Aware Network

fixed

reconfigurable

Bonus:
⇀ Compact routing (constant tables)
⇀ Local routing (greedy)
⇀ Arbitrary addressing

⇢ Model: hybrid architecture
⇀ Fixed network of diameter log n

plus reconfigurable network 
(constant number of direct links) 

⇀ Segregated routing
⇀ Online sequence of requests:

σ = (σ1, σ2, σ3, ...)
⇀ Global controller

⇢ Objective: Minimize route length 
plus reconfigurations
⇀ More specifically: 

be statically optimal
⇀ Compared to a fixed algorithm

which knows σ ahead of time 



The ReNet Algorithm (1)

Algorithmic building blocks:

1. Working Set (WS)
⇀ Nodes keep track of recent communication partners in σ.

2. Small/large nodes and Ego-Tree
⇀ Nodes with small WS connect to WS directly, nodes with large WS via a   

self-adjusting binary search tree  (e.g., a splay tree)
3. Helper nodes to reduce the degree

⇀ Large nodes may appear in many ego-trees, so get help of small nodes 

Demand graph ReNet design

Ego-trees for 
large nodes



The ReNet Algorithm (2)

Continued:

4. Self adjustments
⇀ Keep track of WS; when too large: flush-when-full

5. Centralized coordination
⇀ Fairly decentralized: coordinator only needs to keep track 

of which nodes are large and which small 
⇀ Nodes inform coordinator when adding node to working set
⇀ Coordinator then assigns helper node on demand 



Analytical Results (1)

Theorem 1:

For any sparse communication sequence of a 
certain length, ReNets are statically optimal 
while ensuring a bounded degree. 

⇢ Sparse: subsequences of only involve a linear number of nodes
⇢ Required to ensure availability of helper nodes (DISC 2017)



Analytical Results (2)

Under certain communication patterns, the 
amortized cost of ReNet can be significantly
lower than the static optimum, i.e., Ω(log n).

⇢ Example: consider sequence of σ = (σ(1), σ(2), σ(3), ...)
where each σ(i) is of length n log n, sparse and corresponds to 
different 2-dimensional grid. 

⇢ In this example, the cost of ReNet is constant for each σ(i). 
⇢ Overall, the union of the grids form a uniform pattern, so the  

cost of the static algorithm is log n (for constant degree).

Theorem 2:



Further Reading

PERFORMANCE 2020, 
SPAA 2021, APOCS 2021 



Requires knowledge in networking, distributed systems, algorithms, performance evaluation.

Notion of self-adjusting networks opens a 
large uncharted field with many questions:
⇀ Metrics and algorithms: by how much can  
load be lowered, energy reduced, quality-
of-service improved, etc. in demand-aware 
networks? Even for route length not clear!

⇀ How to model reconfiguration costs? 
⇀ Impact on other layers?

so far

to do 

scratched 
surface

Future Work:
Models, Metrics, Algos



Conclusion

A Self-Adjusting Search Tree 
by Jorge Stolfi (1987)

⇢ Demand-aware networks
⇀ Much potential…
⇀ … if demand has structure
⇀ Metrics? E.g., entropy

⇢ Avenues for future work 
⇀ Dense communication
⇀ Dynamic optimality
⇀ Distributed control plane

Thank you!



http://self-adjusting.net/
Project website

https://trace-collection.net/
Trace collection website

Websites



Static DAN Static OptimalityOverview: Models

Dynamic DAN
Robust DAN

Concurrent DANs

Further Reading



On the Complexity of Traffic Traces and Implications
Chen Avin, Manya Ghobadi, Chen Griner, and Stefan Schmid.
ACM SIGMETRICS, Boston, Massachusetts, USA, June 2020.
Survey of Reconfigurable Data Center Networks: Enablers, Algorithms, Complexity
Klaus-Tycho Foerster and Stefan Schmid.
SIGACT News, June 2019.
Toward Demand-Aware Networking: A Theory for Self-Adjusting Networks (Editorial)
Chen Avin and Stefan Schmid.
ACM SIGCOMM Computer Communication Review (CCR), October 2018.
Dynamically Optimal Self-Adjusting Single-Source Tree Networks
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