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ABSTRACT

This paper revisits a fundamental distributed computing problem
in the population protocol model. Provided 𝑛 agents each starting
with an input color in [𝑘], the relative majority problem asks to find
the predominant color. In the population protocol model, at each
time step, a scheduler selects two agents that first learn each other’s
states and then update their states based on what they learned.

We present the Circles protocol that solves the relative majority
problem with 𝑘3 states. It is always-correct under weakly fair sched-
uling. Not only does it improve upon the best known upper bound
of 𝑂 (𝑘7), but it also shows a strikingly simpler design inspired by
energy minimization in chemical settings.
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1 INTRODUCTION

Population protocols model a computation distributed across a
population of 𝑛 all-identical agents that interact in a chaotic, un-
predictable manner. The model was introduced by Angluin et al. in
2006 [2] to model a network of small sensors; since then, it attracted
a growing attention [1, 4, 7, 9] for its broad applications ranging
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from dynamics in social groups [5] to chemical reactions [8, 12] as
well as its theoretical interest [3, 11].

Model. In this paper, we focus on the relative majority problem.
In this problem, each agent is initially assigned one input color

in 0, 1 . . . 𝑘 − 1 and the goal is to find the color with the greatest
support (we assume no ties). As part of the problem, a scheduler
also specifies an infinite sequence of pairwise interactions between
the agents. Then the protocol runs: pairs of agents interact one
after the other according to the planned schedule; when two agents
interact, they both 1) learn the state of the other agent and 2) update
their current state as the protocol specifies. Two agents with the
same state are perfectly identical: after it interacted, an agent’s new
state only depends on its previous own state and on the state of the
other agent it just interacted with.

Definition 1.1 (Configuration). A configuration is a complete
description of the population at a given time. As agents with the
same state are identical, we define a configuration as the multiset
that contains all the states of the population.

In the context of population protocols, we say that a protocol
solves the problem if, for all possible input color assignments and all
possible sequences of interactions, every agent eventually outputs
the correct majority color, forever. However, an unconstrained
scheduler makes the problem trivially impossible (by isolating some
agents for instance), we therefore assume that the scheduler is
weakly fair :

Definition 1.2 (Weakly Fair Scheduler). A weakly fair scheduler
produces interaction schedules where each possible interaction pair
happens infinitely often.

Contribution. We present Circles, an always-correct proto-
col that solves the relative majority problem under a weakly fair
scheduler. We designed Circles with an emphasis on state com-

plexity, which is the number of different states an agent can have.
Circles has a state complexity of 𝑘3, which improves upon the best
known upper bound of 𝑂 (𝑘7) [10] and narrows the gap with the
best known lower bound of Ω(𝑘2) [12]. The emphasis on state com-
plexity is motivated by applications where the memory space per
agent is severely limited: tiny sensors in a network [2] or molecules
in chemical applications [1, 7]. Circles is always correct under
a weakly fair scheduler and shows an elegant design inspired by
energy minimization in chemical settings.
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Notations We define a few notations used in the protocol’s
definition and proofs.

multisets. For sets 𝑆 and𝑇 we write 𝑆𝑇 to denote the set of func-
tions 𝑓 : 𝑇 → 𝑆 . If 𝑇 is finite we call the elements of N𝑇 multisets

over𝑇 . In this paper, the subset ⊆, the union ∪ and the set substrac-
tion \ operations are systematically generalized to multisets.

remainder. For 𝑥 ∈ Z and 𝑝 ∈ N∗, we define 𝑥 mod 𝑝 as the
remainder of the euclidean division of 𝑥 by 𝑝 . Note that this is a
number in N, not Z/𝑛Z.

ranges. Let 𝑥,𝑦 ∈ N such that 𝑥 ≤ 𝑦. [𝑥,𝑦] denotes the set
{𝑥, 𝑥 +1, . . . , 𝑦−1, 𝑦}, and (𝑥,𝑦) denotes the set {𝑥 +1, 𝑥 +2, . . . , 𝑦−
2, 𝑦 − 1}.

modulo ranges. Let 𝑥,𝑦 ∈ N. We define modulo ranges: [𝑥,𝑦]𝑝
denotes the set {𝑥 mod 𝑝, (𝑥 + 1) mod 𝑝, . . . , (𝑥 + (𝑦 − 𝑥) mod 𝑝 −
1) mod 𝑝, (𝑥 + (𝑦 − 𝑥) mod 𝑝) mod 𝑝}, and (𝑥,𝑦)𝑝 denotes the set
{(𝑥+1) mod 𝑝, (𝑥+2) mod 𝑝, . . . , (𝑥+(𝑦−𝑥) mod 𝑝−2) mod 𝑝, (𝑥+
(𝑦 − 𝑥) mod 𝑝 − 1) mod 𝑝}. For instance, [2, 7]10 = {2, 3, 4, 5, 6, 7}
and (8, 3)10 = {9, 0, 1, 2}.

bra-ket. We abuse the bra-ket notation, frequently used in quan-
tum mechanics, to note ordered pairs. For 𝑖, 𝑗 ∈ N, we write ⟨𝑖 | 𝑗⟩
simply to distinguish the different roles of 𝑖 and 𝑗 . For an agent
storing a bra-ket ⟨𝑖 | 𝑗⟩, we refer to 𝑖 as its bra and 𝑗 as its ket.

2 THE CIRCLES PROTOCOL

Wepresent thereafter theCircles protocol that runs in every agents:
its set of states, input function (to convert the input color into one
of the protocol’s states), output function (to ask an agent what the
majority color is) and the transition function (to specify how two
agents update their states when they interact).

• States: The set of states 𝑄 contains every triples (𝑖, 𝑗, 𝑜) ∈
[0, 𝑘 − 1]3. In the remainder of this paper we will use the
bra-ket notation ⟨𝑖 | 𝑗⟩ to refer to the first two numbers of the
triple, bra refers to 𝑖 and ket refers to 𝑗 , while out refers to 𝑜 .

• Input: each agent is initialized with ⟨𝑖 |𝑖⟩ and out = 𝑖 , where
𝑖 is the input color of the agent.

• Output: return out

• Transition function: We define weights for each bra-ket
⟨𝑖 | 𝑗⟩ as follows:

𝑤 (⟨𝑖 | 𝑗⟩) =
{
𝑘 if 𝑖 = 𝑗

( 𝑗 − 𝑖) mod 𝑘 otherwise

Two agents 𝑎 and 𝑏 that interact perform two successive
operations:

(1) 𝑎 and 𝑏 exchange their kets in case this strictly decreases
the minimum weight of their two bra-kets.

(2) If either 𝑎 or 𝑏 is of the form ⟨𝑖 |𝑖⟩ for some 𝑖 ∈ [𝑘], set
out𝑎 = out𝑏 = 𝑖 .

3 PROOF OF CORRECTNESS

We prove the protocol’s correctness in Theorems 3.4 and 3.7, Theo-
rem 3.7 directly derives from Lemma 3.6. We beforehand introduce
Greedy Independent sets, a construction on the input colors used to
prove the protocol’s correctness, as well as two preliminary lemmas
3.2 and 3.3.

Definition 3.1 (Greedy Independent Sets). Consider the multiset
of input colors to our protocol. We partition this multiset into sets

𝐺1,𝐺2, . . . ,𝐺𝑞 as follows: store in 𝐺1 as many inputs as possible as
long as 𝐺1 does not contain two equal colors; then apply the same
on the remaining inputs to obtain 𝐺2, 𝐺3, and so on.

Lemma 3.2. (Majority Color). Assume that there exists a unique

color 𝜇 in relative majority, then it holds that 𝐺𝑞 = {𝜇} and there is
no 𝑗 ≠ 𝜇 and 𝑝 ∈ [1, 𝑞] such that 𝐺𝑝 = { 𝑗}.

Proof. Each time a set𝐺𝑝 is constructed according to Definition
3.1, any color whose count is not zero yet is added into 𝐺𝑝 and its
count is decremented by one. The color 𝜇 appears in the population
strictly more than any other, it therefore holds that ∀𝑝 ∈ [1, 𝑞],
𝜇 ∈ 𝐺𝑝 . Let now 𝑖 ∈ [0, 𝑘 − 1] be a color contained in a set 𝐺𝑝

for some 𝑝 ∈ [1, 𝑞]. It holds that ∀𝑙 ≤ 𝑝 , 𝑖 ∈ 𝐺𝑙 because color 𝑖 is
available to populated𝐺𝑝 so 𝑖 was also available when𝐺𝑙 was filled
earlier. It therefore cannot be that a color 𝑗 ≠ 𝜇 is contained in 𝐺𝑞

as 𝑗 would be contained in all sets 𝐺1 . . . 𝐺𝑞 and thus 𝑗 would also
be in relative majority, a contradiction. □

Lemma 3.3. (Global Braket Invariant). In every configuration and

for all 𝑖 ∈ [0, 𝑘 − 1], the number of bras ⟨𝑖 | and the number of kets

|𝑖⟩ are equal.

Proof. Every agent is initialized with bra-ket ⟨𝑖 |𝑖⟩ for some
𝑖 ∈ [0, 𝑘−1] and the claim initially holds. Agents subsequently only
ever update their bra-ket, by exchanging kets among each other.
The overall number of bras and kets in the population therefore
does not change during a computation. □

Theorem 3.4. (Stabilization). The agents exchange their kets a
finite number of times.

Proof. We call 𝜔 the smallest ordinal number greater than all
the integers. We prove the claim by exhibiting a non-negative quan-
tity that strictly decreases at each ket exchange. Given a configura-
tion 𝐶 , let𝑤1 (𝐶),𝑤2 (𝐶) . . .𝑤𝑛 (𝐶) be the bra-ket’s weights of each
agent sorted in increasing order. Define

𝑔(𝐶) = 𝜔𝑛−1 ·𝑤1 (𝐶) + 𝜔𝑛−2 ·𝑤2 (𝐶) + · · · + 𝜔 ·𝑤𝑛−1 + 1 ·𝑤𝑛

Assume that two agents exchange their kets. Let 𝑝 be the lowest
index such that𝑤𝑝 (𝐶) changes before and after the ket exchange.
By design of the protocol, 𝑤𝑝 (𝐶) strictly decreases. This implies
that 𝑔 strictly decreases when two agents exchange their kets. As an
ordinal number cannot decrease infinitely many times, the number
of ket exchanges is therefore finite. □

We define the following special sets of bra-kets only to formulate
Lemma 3.6.

Definition 3.5 (Circle Bra-ket Sets). For a given greedy indepen-
dent set 𝐺𝑝 with 𝑝 ∈ [1, 𝑞] (Definition 3.1), let 𝑔0, 𝑔1, . . . , 𝑔𝑚 be the
elements of 𝐺𝑝 sorted in increasing order and define

𝑓 (𝐺𝑝 ) = {⟨𝑔0 |𝑔1⟩ , ⟨𝑔1 |𝑔2⟩ , . . . , ⟨𝑔𝑚 |𝑔0⟩}

Lemma 3.6. After Stabilization (Theorem 3.4), let C be the multiset

of bra-kets of the agents. We have that:

C =
⋃

𝑝=1...𝑞
𝑓 (𝐺𝑝 )
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Proof. We prove the predicate 𝐻 (𝑟 ) by induction on 𝑟 ∈ [0, 𝑞]:⋃
𝑝=1...𝑟

𝑓 (𝐺𝑝 ) ⊆ C (𝐻 (𝑟 ))

The base case for 𝑟 = 0 is trivial. Let 𝑟 ∈ [0, 𝑞 − 1], we assume
that 𝐻 (𝑟 ) holds and show that 𝐻 (𝑟 + 1) also holds. We define the
subconfiguration C[𝑟 + 1] = C \ ∪𝑝=1...𝑟 𝑓 (𝐺𝑝 ).

Case 1: ∪𝑞
𝑝=𝑟+1𝐺𝑝 contains only elements from one color. Let 𝑖

be that color.
Then for any other color 𝑗 ≠ 𝑖 , there are at most 𝑟 many bras ⟨ 𝑗 |

and as many kets | 𝑗⟩, which are all included in ∪𝑝=1...𝑟 𝑓 (𝐺𝑝 ). Thus
all agents in C[𝑟 + 1] are of the form ⟨𝑖 |𝑖⟩. Since {⟨𝑖 |𝑖⟩} = 𝑓 (𝐺𝑟+1),
we have ∪𝑝=1...𝑟+1 𝑓 (𝐺𝑝 ) ⊆ C.

Case 2: There are at least two different colors in 𝐺𝑟+1.
We note 𝑔0, 𝑔1, . . . , 𝑔𝑚 the elements of 𝐺𝑟+1 sorted in increasing

order. Let 𝑙 ∈ [0,𝑚]. To lighten notations, wewill mean 𝑙+𝑠 mod𝑚+
1 each time we write 𝑙 + 𝑠 in the remainder of this proof. We prove
that, if there is no agent with bra-ket ⟨𝑔𝑙 |𝑔𝑙+1⟩ in 𝐶 [𝑟 + 1], then
there exist two agents whose interaction creates that bra-ket, a
contradiction with the stability hypothesis. First notice that ⟨𝑔𝑙 |
and |𝑔𝑙+1⟩ are in C[𝑟 + 1]. Indeed, note that there are at least 𝑟 + 1
many ⟨𝑔𝑙 | and 𝑟 + 1 many ⟨𝑔𝑙+1 | in C, as there are at least 𝑟 + 1
many agents with color 𝑔𝑙 and 𝑔𝑙+1 initially. By Theorem 3.3, this
means we have at least 𝑟 + 1 many |𝑔𝑙+1⟩ in C. Because each 𝑓𝑝 for
𝑝 ≤ 𝑟 contains exactly one ⟨𝑔𝑙 | and one |𝑔𝑙+1⟩, we have that both
⟨𝑔𝑙 | and |𝑔𝑙+1⟩ are in C[𝑟 + 1].

Assuming by contradiction that there is no agent with bra-ket
⟨𝑔𝑙 |𝑔𝑙+1⟩ in C[𝑟 + 1], then there exists an agent with bra-ket ⟨𝑔𝑙 | 𝑗⟩
and an agent with bra-ket ⟨𝑖 |𝑔𝑙+1⟩ in C[𝑟 + 1] for some 𝑖 and 𝑗 . We
show that those two agents exchange their kets if they interact.

Claim 1. 𝑖, 𝑗 ∉ (𝑔𝑙 , 𝑔𝑙+1)𝑚

Proof. By contradiction, assume that 𝑖 is in (𝑔𝑙 , 𝑔𝑙+1)𝑚 . A ⟨𝑖 | in
C[𝑟 + 1] indicates that 𝑖 had initially at least 𝑟 + 1 agents supporting
it, as by contradiction if it wasn’t the case, all the ⟨𝑖 | would have
been in ∪𝑟

𝑝=1 𝑓 (𝐺𝑝 ). By construction of𝐺𝑟+1, we must have that 𝑖 is
in𝐺𝑟+1, and thus, 𝑔𝑙 and 𝑔𝑙+1 are not consecutive in the ordered list
of 𝐺𝑟+1, a contradiction. The case 𝑗 ∈ (𝑔𝑙 , 𝑔𝑙+1)𝑚 is symmetric. □

If 𝑖 ≠ 𝑔𝑙+1, it holds by Claim 1 that

𝑤 (⟨𝑔𝑙 |𝑔𝑙+1⟩) = (𝑔𝑙+1 − 𝑔𝑙 ) mod 𝑘 < (𝑔𝑙+1 − 𝑖) mod 𝑘 = 𝑤 (⟨𝑖 |𝑔𝑙+1⟩)

Otherwise, if 𝑖 = 𝑔𝑙+1:

𝑤 (⟨𝑔𝑙 |𝑔𝑙+1⟩) = (𝑔𝑙+1 − 𝑔𝑙 ) mod 𝑘 < 𝑘 = 𝑤 (⟨𝑖 |𝑔𝑙+1⟩)

Similarly, if 𝑗 ≠ 𝑔𝑙 , it holds by Claim 1 that

𝑤 (⟨𝑔𝑙 |𝑔𝑙+1⟩) = (𝑔𝑙+1 − 𝑔𝑙 ) mod 𝑘 < ( 𝑗 − 𝑔𝑙 ) mod 𝑘 = 𝑤 (⟨𝑔𝑙 | 𝑗⟩)

Otherwise, if 𝑗 = 𝑔𝑙 :

𝑤 (⟨𝑔𝑙 |𝑔𝑙+1⟩) = (𝑔𝑙+1 − 𝑔𝑙 ) mod 𝑘 < 𝑘 = 𝑤 (⟨𝑔𝑙 | 𝑗⟩)

This proves that exchanging kets between ⟨𝑔𝑙 | 𝑗⟩ and ⟨𝑖 |𝑔𝑙+1⟩ re-
duces the minimum weight. An interaction between the two agents
eventually happens as the scheduler is weakly fair, this interaction
would therefore trigger a ket exchange, which is in contradiction
with the stability hypothesis: we deduce that ⟨𝑔𝑙 |𝑔𝑙+1⟩ ∈ C[𝑟 + 1],
which implies 𝑓 (𝐺𝑟+1) ⊆ C[𝑟 + 1] and therefore 𝐻 (𝑟 + 1) holds.

We proved by induction that 𝐻 (𝑞) holds:⋃
𝑝=1...𝑞

𝑓 (𝐺𝑝 ) ⊆ C

As | ∪𝑝=1...𝑞 𝑓 (𝐺𝑝 ) | = |C| we can rewrite 𝐻 (𝑞) as an equality and
the claim holds. □

Theorem 3.7. (Correctness). Assume that there exists a unique

color 𝜇 in relative majority. In the Circles protocol, all agents eventu-

ally output 𝜇 under a weakly fair scheduler.

Proof. By Lemma 3.6 and Lemma 3.2, after Stabilization (Theo-
rem 3.4), since we assumed that there is only one majority color,
there exists at least one agent in bra-ket ⟨𝜇 |𝜇⟩ and none in bra-ket
⟨ 𝑗 | 𝑗⟩ for 𝑗 ≠ 𝜇. The agent(s) with bra-ket ⟨𝜇 |𝜇⟩ will transmit their
output color to the rest of the population and the claim follows. □

4 EXTENSIONS

We plan to expand the functionalities of Circles to handle ties
and/or to operate in an unordered setting. Those extensions will be
published as a more complete version of the present work.

Handling ties.We can extend Circles to handle ties in multiple
ways. For instance, all agents can indicate a tie with a special state
(tie report), agree on one unique winning color (tie break), or output
their own color if their input color wins while the losers output
any winning color (tie share). It is possible to implement all those
ways to handle ties by adding simple extra-layer protocols on top
of Circles while keeping the state complexity at 𝑂 (𝑘3).

Unordered setting. The Circles protocol, which we introduce
in this work, relies on numerical representations of the colors in
order to compute some kind of distance between them. It can be
adapted to the unordered setting (in which agents are only able
to compare colors for equality and memorize them) using 𝑂 (𝑘4)
states. For that we propose a new protocol to generate an ordering
between colors using 𝑂 (𝑘2) states. Adapting a protocol proposed
in [6] we perform leader-election between all agents of the same
color (using the asymmetry of interactions) and have the leaders
increment a numeric label every time they meet another leader
with the same label. The non-leaders simply copy the label of their
leader. Similar to [12] we then combine the ordering protocol with
Circles by re-initializing agents of some color whenever their
numeric label (representing that color) changes. For that we need
to put agents into special states in which they wait to undo changes
they previously made to the population until they are “consistent”
again and ready to be re-initialized. In order to use as few states
as possible we do not explicitly store the output of the ordering
protocol, but write it directly to the bra of an agent.
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