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Multi-tenant Virtual Networks

https://aws.amazon.com/vpc/ https://www.theregister.co.uk/2018/
06/01/vmware_q1_2019/

https://azure.microsoft.com/en-us/s
ervices/virtual-network/



Virtual Networks in the Cloud
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Virtual Switches

4https://www.usenix.org/node/21124
https://www.cisco.com/c/en/us/prod
ucts/switches/virtual-networking/ind

ex.html

https://www.usenix.org/conference/
nsdi17/technical-sessions/presentati

on/firestone



Virtual Switches (Non-Exhaustive List)
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Screenshot from the paper.
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Compromising the Cloud
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Outline ● Motivation

● Security Landscape of Virtual 

Switches

● Secure Virtual Switch Design

● Conclusion

● Discussion

○ Performance Evaluation



Security Landscape of
Virtual Switches
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A security analysis of a non exhaustive list of virtual switches
(screenshot from the paper).



15

A security analysis of a non exhaustive list of virtual switches.
Preliminary work on isolation.
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A security analysis of a non exhaustive list of virtual switches.
New NICs offering isolation.
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A security analysis of a non exhaustive list of virtual switches.
Least privilege packet processing.
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Position ● Adapt the design principles by Saltzer 

and Schröder [1] to Virtual Switches

● Secure Design Principles for Virtual 

Switches
○ Isolate the host from the vSwitch
○ Isolate the tenant vSwitches from 

each other
○ Least privilege packet processing
○ Reduce the Trusted Computing Base 

(TCB)
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The Secure
Virtual Switch Vision
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Design Space



All Roads Lead to Rome

Figure credit: moovel Lab,
https://lab.moovel.com/projects/roads-to-rome



Design Space

● Isolate the virtual switch from the Host
○ VMs, Container, Process

● Isolate tenant virtual switches
○ VMs, Containers, Process

● Least privilege packet processing
○ User-space, VM, memory safety

● Reduce the TCB
○ Separation of virtual switch from the Host
○ Limited parsing
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SR-IOV

Single Root IO Virtualization
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SR-IOV ● PCIe standard for IO Virtualization

● Allows a VM direct access to the NIC

● Dedicated registers for the NIC

● Physical Functions

● Virtual Functions

Single Root IO Virtualization



Challenges ● Reachability/Connectivity when the 

vSwitch is in the VM
○ L2
○ L3
○ ARP

● Drivers

● Resources

● Management

● Security of SR-IOV



First Experience

Servers: Supermicro (Intel Xeon(R) 
E5-2609 v4 Single Socket 8 Cores)
NICs: SolarFlare, Mellanox, Netronome



First Experience

+ It works!

+ Easy to configure

+ Good documentation

+ Each NIC is different (duh!)

+ Mellanox ftw!

+ Differences in PF and VF

+ Security features offered

- SolarFlare VFIO and DPDK in VM not yet 

supported

- PF driver not in VM
- SolarFlare can do PF-IOV in 8 VMs only

- Layer 1 issues

- Netronome only 10G, not 1G
- Multi-mode vs Single-mode Splitter

- Should have got an Intel NIC as well

- IPv6 Multicast when VFs come up?



Conclusion ● 4 Security weaknesses with existing 

virtual switches

● 3 Secure design principles for virtual 

switches

● Introduced a first secure virtual 

switch design



Future Work ● Extend the evaluation

● Explore the design space

● Security of SR-IOV
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First Measurements



Measurement
Setup

● Broadly 2 topologies
○ PHY-PHY
○ PHY-VM-PHY

● Uni-directional



Phy-Phy 1 Tenant Uni-directional Aggregate 
Throughput
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Phy-Phy 1 Tenant Uni-directional Aggregate Latency



Phy-VM-VM-Phy 1 Tenant Uni-directional Aggregate 
Throughput
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Phy-VM-VM-Phy 1 Tenant Uni-directional Aggregate 
Latency



Phy-Phy 2 Tenants Uni-directional Aggregate 
Throughput
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Phy-Phy 2 Tenant Uni-directional Aggregate Latency



Phy-VM-VM-Phy 2 Tenants Uni-directional Aggregate 
Throughput
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Phy-VM-VM-Phy 2 Tenant Uni-directional Aggregate 
Latency



Lessons Learned



What have we 
learned so far?

● Performance

● Resources

● Management


