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Research Vision

Our vision is that networked systems should become self-*: i.e., self-optimizing, self-repairing, self-configuring

Why? Networks are a critical infrastructure but complex — many outages due to human errors

Topics:

algorithms and mechanisms to design and operate communication networks
network architectures and protocols for future communication technologies
performance evaluation of networked and distributed systems

network security

software-defined networks, network virtualization, optical networks, wireless and cellular networks, peer-
to-peer networks, cryptocurrency networks

Accordingly, we are currently particularly interested in automated and data-driven approaches



Methodological Spectrum

Collection of data: |$ Metrics, e.g., information-theoretic |$ Algorithm and protocol |$ System design

e.g., datacenter traffic measures of spa.tlal a.nd ’.cemporal design, formal analysis and evaluation
structure, also visualization



Methodological Spectrum

Metrics, e.g., information-theoretic
measures of spatial and temporal
structure, also visualization

Algorithm and protocol System design
design, formal analysis and evaluation

Collection of data:
e.g., datacenter traffic
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The following tables list the datacenter traces used in the publication: On the Complexity of Traffic Traces and Implications

To reference this website, please use: bibtex

hpe_exact_boxlib_multigrid_c_large.csv Traces  17.047.800 151.3M8 Download Download

hpc_exact_boxlib_cns_nospec_large.csv Traces. 1108068 93MB Download Download

hpc_cesar_nekbone.csv High Performance Traces 21745229 184.0MB Download Download
Computing Tr

hpe_cesar_mocfe.csv High Performance Taces 2713600  220MB Download Download
Computing Tr

Several TB of data
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Collection of data: |$ Metrics, e.g., information-theoretic |$ Algorithm and protocol |$ System design

e.g., datacenter traffic measures of spa'tlal a.nd Femporal design, formal analysis and evaluation
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Methodological Spectrum

Collection of data: |$ Metrics, e.g., information-theoretic |$ Algorithm and protocol |$ System design

e.g., datacenter traffic measures of spa.tlal a.nd ’.cemporal design, formal analysis and evaluation
structure, also visualization

E.g., ERC project
(in a second...)



Methodological Spectrum

Collection of data: ® Metrics, e.g., information-theoretic ® Algorithm and protocol ® System design

e.g., datacenter traffic measures of spatial and temporal design, formal analysis and evaluation
structure, also visualization
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Self-adjusting datacenter rack (EXIST startup,
load-balancer for Spotify, etc.)



Example 1: ERC Project AdjustNet




Explosive growth...

* Increasing popularity of data- Aggregate server traffic in
centric applications related to Google’s datacenter fleet
health, business, science, social
networking etC. Traffic generated by servers in out datacenters

* Leads to much traffic, especially to, £
from, and inside datacenters 4
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* Interconnecting network is critical
infrastructure for application
pe r-fo rmance Source: Jupiter Rising. SIGCOMM 2015.



... but much structure!

“less than 1% of the rack pairs account for

80% of the total traffic”

“only a few ToR switches are hot and

most of their traffic goes to a few
other ToRs”

“over 90% bytes
in elephant flows”
ProjecToR @ SIGCOMM 2016

Understanding Data Center Traffic
Characteristics @ WREN 2009




Non-temporal Structure

Color =
comm. pair

Traffic matrix of two different distributed ML applications (GPU-to-GPU):



Temporal Structure

More
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Two different ways to generate same traffic matrix (same non-temporal structure)



Non-temporal complexity

Complexity Map
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Today'’s

datacenters

* Traditional networks are optimized
for the “worst-case” (all-to-all
communication traffic)

* Example, fat-tree topologies:
provide full bisection bandwidth
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Non-temporal complexity
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Our goal: Design self-adjusting
networks which leverage both
dimensions of structure!
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Complexity Map

4 )
Uniform Our goal: Design self-adjusting

networks which leverage both

. 0.
3 o8 dimensions of structure!
3 \_ J
S 0.7
E
g_ 0.6
@ Mirrors —> —
g 0.5
= 0.4 Skewed Lasers —>
TOR switches — |
0.3

0.3

I
Temporal and non-
temporal structures!




Enabler: Reconfigurable Optical Technologies

* Even the physical layer
becomes reconfigurable

 E.g., free-space optics,
60GHz, optical circuit
switches
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* Even the physical layer
becomes reconfigurable

 E.g., free-space optics,
60GHz, optical circuit
switches




Example 2: WWTF Project Whatlf




Reasoning About Failures is Hard for Humans

Example: BGP in Q@
datacenter (!) @ @

Datacenter
— )

Credits: Beckett et al. (SIGCOMM 2016): Bridging Network-
wide Objectives and Device-level Configurations.



Reasoning About Failures is Hard for Humans

Example: BGP in Q@
datacenter (!) @ @

Cluster with services that X Y Cluster with services that should

should be globally reachable. be accessible only internally.
: U
: O :
: © :
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: © ;
0 :

Credits: Beckett et al. (SIGCOMM 2016): Bridging Network-
wide Objectives and Device-level Configurations.



Reasoning About Failures is Hard for Humans

X and Y announce to
Internet what is from

Example: X and Y block what is

datacentet G* (prefix). ﬁ
X Y
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Credits: Beckett et al. (SIGCOMM 2016): Bridging Network-
wide Objectives and Device-level Configurations.



Reasoning About Failures is Hard for Humans

X and Y announce to
Internet what is from
G* (prefix).

Example: X and Y block what is

from P*.
datacentet rom

Datacenter

Credits: Beckett et al. (SIGCOMM 2016): Bridging Network-
wide Objectives and Device-level Configurations.



Reasoning About Failures is Hard for Humans

X and Y announce to
Internet what is from
G* (prefix).

Example: X and Y block what is

datacentet

If link (G,X) fails and traffic from G is rerouted via Y
and C to X: X leaks (does not block) G and H as it
comes fr.om C. (Note: BGP.)

( facenter

Credits: Beckett et al. (SIGCOMM 2016): Bridging Network-
wide Objectives and Device-level Configurations.



Responsibilities of a Sysadmin

Routers and switches store
list of forwarding rules, and
conditional failover rules.
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Responsibilities of a Sysadmin

Sysadmin responsible for:

* Reachability: Can traffic from ingress
port A reach egress port B?

Reachability?

4
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Responsibilities of a Sysadmin

Sysadmin responsible for:

* Reachability: Can traffic from ingress
port A reach egress port B?

* Loop-freedom: Are the routes implied
by the forwarding rules loop-free?

* Policy: Is it ensured that traffic from A
to B never goes via C?

E.g. NORDUnet: no traffic via
Iceland (expensive!). Or no traffic
through route reflectors.




Responsibilities of a Sysadmin

Sysadmin responsible for:

' E.g. IDS, firewall

Reachability: Can traffic from ingress
port A reach egress port B?

Loop-freedom: Are the routes implied
by the forwarding rules loop-free?

Policy: Is it ensured that traffic from A
to B never goes via C?

Waypoint enforcement: Is it ensured
that traffic from A to B is always
routed via a node C?



E.g. IDS, firewall

... and everything even under multiple failures?!

Sysadmin responsible for:

Reachability: Can traffic from ingress
port A reach egress port B?

Loop-freedom: Are the routes implied
by the forwarding rules loop-free?

Policy: Is it ensured that traffic from A
to B never goes via C?

Waypoint enforcement: Is it ensured
that traffic from A to B is always
routed via a node C?



Can we automate such tests
or even self-repair?




Can we automate such tests
or even self-repair?

@ Yes! Automated What-if Analysis Tool for

L MPLS and SR in polynomial time.



Leveraging Automata-Theoretic Approach

Compilation

pX = XX
e pX = qYX
v qY = rYY

"
V3 ==l Vy s VsV p OU

in, A YA
v‘si.\i—-\k) Vg = OUL, rY $ r

local FFT | Outl | In-Label | Out-l op r X : X
Tug (v, v3) 11 (v2,v6) | push(30) .
(me) | 21| (imng) | push(a0) Interpretation
(vav) | 30 | (vaivy) | push(40)
alobal FFT | Outl | In-Label | Outl op
’_[': (vo, v3) 11 (va,v6) | swap(61)
(vavs) | 21 | (vgivg) | swap(71)
(v2,v6) 61 (va.v5) | push(40)
(vsv6) | 71| (vsiv5) | push(40)

Pushdown Automaton (PDA) and
MPLS configurations, Prefix Rewriting Systems Theory

Segment Routing etc.



Tool and Query Language

ol

Part 1: Parses query o, 5 o
and constructs Push- k <a>b <c>
Down System (PDS) Regular query language

* In Python 3

Part 2: Reachability
analysis of
constructed PDS

* Using Moped tool

guery processing flow



Example: Traversal Testing With 2 Failures

Traversal test with k=2: Can traffic starting with [] go through s5, under up to k=2 failures?

TP

3 Query: k= 2 [] s1>>s5>>5s7]]
_woo o \
2o YES!

*\

s1 s4 sé s8

(Gives witness!)



Thanks. Questions?
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